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Summary
This work presents the implementation of a dynamic classical model of machines on
complex domains. For it, it will be considered the state equations of 𝛿 and 𝜔. On this way,
the algorithm is derived on complex plane. Besides it, this work compares the performance
using this classical model on complex plane with the same model formulated in real
domain. The test systems evaluated are the IEEE-14 and IEEE-39 bus. And it will be
used to validate both results on real and complex planes, a brazilian very known power
system program called ORGANON. The analysis of the obtained results, in SIMULINK,
demonstrate the computational advantage of the model in complex plane. Such advantage
increase as the size of the system gets higher.

Key-words: Dynamic classical model of machines on complex domains. Comparison of
the performance.



Abstract
The present work implements a dynamic classical model of machines on complex plane.
For this goal, the state equations for the machine angle, 𝛿 and for the machine rotor speed,
𝜔, will be developed in complex domain. Moreover, the performance of the classical model
of machines on complex plane are compared with its counterpart formulated in the real
domain. The proposal is evaluated by using the well known test systems IEEE-9 bus and
IEEE-39 bus. Additionally, a brazilian well used dynamics power system program named
ORGANON is taken as benchmark for the studied cases. The analysis of the obtained
results through the SIMULINK allow to demonstrate the computational advantage of the
model in complex plane as the size of the system becomes larger.

Key-words: Dynamic classical model of machines on complex domains. Comparison of
the performance.
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1 Introduction

1.1 Initial Considerations
The technological advancements of humanity need, continuously, increases in elec-

trical energy demand [5]. Therefore, the speed of power system to restore its steady state,
when submitted to events, is so important to the reliability [6]. Especially, in countries
that supply and requires much hidrohidreletric energy, such as Brazil, United States and
other countries [7].

The study of the characteristic of an electrical systems, when is submitted to
electrical disturbances, is recognized as the study of dynamic of the electric system [8].

The eletromechanical oscilations are related with the oscillations of the rotor angles
of the generation machines [9]. Those oscillations happen on many interconnect systems,
where the power transmission are through long lines. These oscillations are included on
machine models. There are plenty of researches using the electric machine models. Some
of them varying the machines parameters or estimating systems voltage and angles. For
instances, on [10], the machine parameters can vary when considering the field reconstruc-
tion method; On [11], the machine classical model is used to estimate the voltate and angle
on bus of electric power systems. In this master’s degree will be used the classical model
of synchronous machines.

According to [8, 12], the classical model is a model that considers constant the
𝐸

′
𝑞 along the study time. This model considerate some simplifitions of the machines. This

representation is used to model far away machines from the principal area, not considering
the excitation systems and voltages regulators [1, 8, 13].

One of the common techniques to solve the dynamic ODEs of classical models on
simulations of power system behaviors is the fixed step four order RK method. But it’s
important to use this numerical integration with mathematical cares about the integration
step in the context of power system analysis [14, 15].Another types of methods are the
variable steps integration ones that utilize trapezoids and Runge-Kutta, as examples,
Dormand-Prince and Trapezoidal methods, respectively [16].

The idea of writing the classical model in complex plane, depending on the complex
state variable and its complex conjugate, is becoming the equations multi differentiable,
because it is going to respect the Cauchy–Riemann criterion [17] and that’s the criterion
of functions diferenciability. Then, these functions can be linearized, expanded in Taylor
series and used in Wirtinger Calculous [18]. These are the advantages of mathematically
writing this model in complex plane and, nowadays, it favors the hybrid electric power
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systems [19].

The engineering and the applied science are areas that have huge dependency of
signals analysis and complex variables to model real variables or at least simulating real
physical phenomena. In this way, modeling with numbers in complex domain have its
computational and mathematical own characteristics [20]. Considering these characteris-
tics and the recent changes on brazilian power system to hybrid, i.e. including renewable
resources, the studies of stability are extremely important [21].

Therefore, the main contribution of this work is presenting the equations of the
classical dynamic model in the complex domain using two power systems, showing, yet, a
comparative between the same modeling on real and complex domains. For this purpose,
two test systens will be used, the IEEE 9-Bus and 39-Bus systems. The computational
efficiency of this model shows superior related to the same one formulated on real do-
main. As contribution of this work, present a efficient algorithm to represent the power
systems considering the classical machine model with implementation on MATLAB and
SIMULINK.

1.2 Work Organization
In Chapter 2 presents the machine classical model. Furthermore, this chapter shows

the fundamentals of the stability conditions of the control system. In Chapter 3, the
numerical results of the model using simulink for a 9-bus system and later for the IEEE-
39 test system are presented. Finally, Chapter 4 expresses the most relevant conclusions
of the work.
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2 Theoretical Review

2.1 Synchronous Machine Modeling

2.1.1 Introduction

Considering the Figure 1,

Figure 1 – Basic Electric Machine

By Ohn and Faraday’s Laws knowing that the electric voltage for the basic electric
machine is represented as (2.1) [1]:

𝑣 = 𝑅 𝑖 + 𝑑(𝐿 𝑖)
𝑑𝑡

, (2.1)

Where R and L are the electrical resistance and inductance, respectively; i is the
current; v is the voltage.

With the saturation absence (2.2):

𝑣 = 𝑅 𝑖 + 𝐿
𝑑(𝑖)
𝑑𝑡

, (2.2)

Therefore, the instantaneous power is (2.3):

𝑣 𝑖 = 𝑅 𝑖2 + 𝐿 𝑖
𝑑(𝑖)
𝑑𝑡

, (2.3)

As (2.4),

𝑑

𝑑𝑡

(︂1
2 𝐿 𝑖2

)︂
= 𝐿 𝑖

𝑑𝑖

𝑑𝑡
, (2.4)
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Taking into account a magnet approching to the spiral in (2.5):

𝑣 = 𝑅 𝑖 + 𝐿
𝑑𝑖

𝑑𝑡
+ 𝑖

𝑑(𝐿)
𝑑𝑡

, (2.5)

Manipulating the previous equation, results (2.6):

𝑣 𝑖 = 𝑅 𝑖2 + 𝑑

𝑑𝑡

(︂1
2 𝐿 𝑖2

)︂
+ 1

2 𝑖2 𝑑(𝐿)
𝑑𝑡

, (2.6)

Figure 2 – Basic Machine of Two Windings

Taking into consideration a basic two windings machine, from Figure 2, considering
the mutual inductance equal for the two windings, i.e, 𝑀12 = 𝑀21 = 𝑀 . Thus, the power
equation results (2.8) [1, 2, 22]:

𝑣1 𝑖1 + 𝑣2 𝑖2 = 𝑅1 𝑖2
1 + 𝑅2 𝑖2

2⏟  ⏞  
𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑𝑃 𝑜𝑤𝑒𝑟

+ 𝑑

𝑑𝑡

(︂1
2 𝐿1 𝑖2

1 + 1
2 𝐿2 𝑖2

2 + 𝑀 𝑖1 𝑖2

)︂
⏟  ⏞  

𝑀𝑎𝑔𝑛𝑒𝑡𝑖𝑐𝑃 𝑜𝑤𝑒𝑟

(2.7)

+1
2 𝑖2

1
𝑑𝐿1

𝑑𝑡
+ 1

2 𝑖2
2

𝑑𝐿2

𝑑𝑡
+ 𝑖1 𝑖2

𝑑𝑀

𝑑𝑡⏟  ⏞  
𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑃 𝑜𝑤𝑒𝑟

,

Where 𝑅1 and 𝐿1 are the electrical resistance and inductance for the first winding,
respectively; 𝑖1 is the current for the first winding; 𝑣1 is the voltage for winding 1; 𝑅2 and
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𝐿2 are the electrical resistance and inductance for the second winding, respectively; 𝑖2 is
the current for the second winding; 𝑣2 is the voltage for winding 2.

And for the electromagnetic conjugate in (2.9):

𝑇
𝑑𝜃

𝑑𝑡
= 1

2 𝑖2
1

𝐿1

𝑑𝜃

𝑑𝜃

𝑑𝑡
+ 1

2 𝑖2
2

𝐿2

𝑑𝜃

𝑑𝜃

𝑑𝑡
+ 𝑖1 𝑖2

𝑑𝑀

𝑑𝜃

𝑑𝜃

𝑑𝑡
, (2.8)

𝑇⏟ ⏞ 
𝑇𝑒𝑚

= 1
2 𝑖2

1
𝑑𝐿1

𝑑𝜃
+ 1

2 𝑖2
2

𝑑𝐿2

𝑑𝜃
+ 𝑖1 𝑖2

𝑑𝑀

𝑑𝜃
, (2.9)

Where T is the electromagnetic conjugate and 𝜃 is the rotor angle.

2.1.2 Linkage Flux Equations - Phase Coordinates

The machine is called synchronous when the speed of the magnetic field is the
same of rotor speed. All synchronous machine have two parts: the rotor and the stator.
Its stators have thin blades, which the linkage magnetic flux across, reducing the loss, for
instance, as seen on Figure 3 [1, 23].

Figure 3 – Ideal Synchronous Machine [1]
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There are two possible structures for the rotor: salients and round. And there are
three kind of field excitation: rotative, static and mixed.

Now, considering that the stator have its own inductances per phase (2.10):

𝐿𝑎𝑎 = 𝐿𝑆 + 𝐿𝑀 𝑐𝑜𝑠2𝜃, (2.10)

𝐿𝑏𝑏 = 𝐿𝑆 + 𝐿𝑀 𝑐𝑜𝑠2 (𝜃 − 120) ,

𝐿𝑐𝑐 = 𝐿𝑆 + 𝐿𝑀 𝑐𝑜𝑠2 (𝜃 + 120) ,

Where 𝐿𝑎𝑎, 𝐿𝑏𝑏 and 𝐿𝑐𝑐 are the inductances per phase; 𝐿𝑆 and 𝐿𝑀 are the own
and mutual inductances; 𝜃 is the angle between d-axis and phase A.

And the mutual inductances between phases of the stator on (2.11):

𝐿𝑎𝑏 = 𝐿𝑏𝑎 = −𝑀𝑆 − 𝐿𝑀 𝑐𝑜𝑠2 (𝜃 + 30) , (2.11)

𝐿𝑏𝑐 = 𝐿𝑐𝑏 = −𝑀𝑆 − 𝐿𝑀 𝑐𝑜𝑠2 (𝜃 − 90) ,

𝐿𝑎𝑐 = 𝐿𝑐𝑎 = −𝑀𝑆 − 𝐿𝑀 𝑐𝑜𝑠2 (𝜃 + 150) ,

Where 𝐿𝑎𝑏, 𝐿𝑏𝑐 and 𝐿𝑎𝑐 are the mutual inductances per phase of the stator; 𝑀𝑆 and 𝐿𝑀

are the own and mutual inductances; 𝜃 is the angle between d-axis and phase A.

The own field inductance (2.12):

𝐿𝑓𝑓 = 𝐿𝑓 , (2.12)

Mutual inductance between field and the stator phases represented on (2.13),

𝐿𝑎𝑓 = 𝐿𝑓𝑎 = 𝑀𝐹 𝑐𝑜𝑠 (𝜃) , (2.13)

𝐿𝑏𝑓 = 𝐿𝑓𝑏 = 𝑀𝐹 𝑐𝑜𝑠 (𝜃 − 120) ,

𝐿𝑐𝑓 = 𝐿𝑓𝑐 = 𝑀𝐹 𝑐𝑜𝑠 (𝜃 + 120) ,

Where 𝐿𝑎𝑓 , 𝐿𝑏𝑓 and 𝐿𝑐𝑓 are the mutual inductances between field and the phases
of the stator; 𝑀𝑓 is the mutual field inductance; 𝜃 is the angle between d-axis and phase
A.

Resulting on the linkage equations on phase coordinated for the phases of the
stator (2.14) [1, 24]:
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⎡⎢⎢⎢⎣
𝜆𝑎

𝜆𝑏

𝜆𝑐

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
𝐿𝑎𝑎 𝐿𝑎𝑏 𝐿𝑎𝑐

𝐿𝑏𝑎 𝐿𝑏𝑏 𝐿𝑏𝑐

𝐿𝑐𝑎 𝐿𝑐𝑏 𝐿𝑐𝑐

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝑖𝑎

𝑖𝑏

𝑖𝑐

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎣
𝐿𝑎𝑓

𝐿𝑏𝑓

𝐿𝑐𝑓

⎤⎥⎥⎥⎦ 𝑖𝑓 , (2.14)

Where 𝜆𝑎, 𝜆𝑏 and 𝜆𝑐 are the linkage flux; 𝑖𝑎, 𝑖𝑏 and 𝑖𝑐 are the currents per phase,
respectively. 𝑖𝑓 is the field current.

In the field (2.15):

𝜆𝑓 = 𝐿𝑓𝑎 𝑖𝑎 + 𝐿𝑓𝑏 𝑖𝑏 + 𝐿𝑓𝑐 𝑖𝑐 + 𝐿𝑓𝑓 𝑖𝑓 , (2.15)

Beeing 𝜆𝑓 equals to the field linkage flux.

With the exception of 𝐿𝑓𝑓 , all the others parameters are in function of 𝜃 and of
time.

2.1.3 Voltage Equations - Phase Coordinates

Considering a synchronous three windings machine on Figure 4,

Figure 4 – Voltage Equations on Phases Coordinates

The following 4 differential equations are (2.16):
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⎡⎢⎢⎢⎣
𝑣𝑎

𝑣𝑏

𝑣𝑐

⎤⎥⎥⎥⎦ = −𝑅

⎡⎢⎢⎢⎣
𝑖𝑎

𝑖𝑏

𝑖𝑐

⎤⎥⎥⎥⎦−

⎡⎢⎢⎢⎣
𝜆𝑎

𝜆𝑏

𝜆𝑐

⎤⎥⎥⎥⎦ , (2.16)

Where 𝑣𝑎, 𝑣𝑏 and 𝑣𝑐 are the voltages per phase; 𝑖𝑎, 𝑖𝑏 and 𝑖𝑐 are the currents per
phase; R is the resistance per phase; �̇�𝑎 , �̇�𝑏 and �̇�𝑐 are the derivatives of the linked flow
per phase.

Or in (2.17),

𝑉[𝑎𝑏𝑐] = −𝑅 𝐼[𝑎𝑏𝑐] − �̇�[𝑎𝑏𝑐], (2.17)

And on (2.18),

𝑣𝑓 = 𝑅𝑓 𝑖𝑓 + �̇�𝑓 , (2.18)

Where 𝑣𝑓 and 𝑖𝑓 are the field voltage and field current, in sequel; �̇�𝑓 and 𝑅𝑓 are
derivative of the linked field flow and field resistance, respectively.

2.1.4 Park’s Transformation

The objective of the Park’s transformation is to exchange the units from the stator
to the units called d and q in the rotor [25]. The equation is (2.19):

𝜑[0𝑑𝑞] = 𝑃 𝜑[𝑎𝑏𝑐], (2.19)

Where 𝜑0𝑑𝑞 and 𝜑𝑎𝑏𝑐 are the flux on 0𝑑𝑞 coordinates and 𝑎𝑏𝑐, in order; 𝑃 is the
Park’s transformation matrix (2.20).

[𝑃 ] =
√︃

2
3

⎡⎢⎢⎢⎢⎣
1√
2

1√
2

1√
2

𝑐𝑜𝑠 (𝜃) 𝑐𝑜𝑠 (𝜃 − 120) 𝑐𝑜𝑠 (𝜃 + 120)
𝑠𝑒𝑛 (𝜃) 𝑠𝑒𝑛 (𝜃 − 120) 𝑠𝑒𝑛 (𝜃 + 120)

⎤⎥⎥⎥⎥⎦ , (2.20)

Beeing 𝜃 the angle of d-axis and phase A.

This matrix is orthogonal (2.21),

𝑃 −1 = 𝑃 𝑇 , (2.21)
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The inverse tranformation (2.22),

𝜑[𝑎𝑏𝑐] = 𝑃 −1 𝜑[0𝑑𝑞] = 𝑃 𝑇 𝜑[0𝑑𝑞], (2.22)

Where 𝑃 −1 and 𝑃 𝑇 is the Park’s transformation inverse and transpose matrices,
in sequel (2.23).

[︁
𝑃 −1

]︁
=
√︃

2
3

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1√
2

𝑐𝑜𝑠 (𝜃) 𝑠𝑒𝑛 (𝜃)
1√
2

𝑐𝑜𝑠 (𝜃 − 120) 𝑠𝑒𝑛 (𝜃 − 120)
1√
2

𝑐𝑜𝑠 (𝜃 + 120) 𝑠𝑒𝑛 (𝜃 + 120)

⎤⎥⎥⎥⎥⎥⎥⎥⎦ , (2.23)

2.1.5 Linkage Flux Equations - dq Coordinates

Then, the linkage flux equations on 𝑑𝑞 coordinates is (2.24) [1]:

⎡⎢⎢⎢⎣
𝜆0

𝜆𝑑

𝜆𝑞

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
𝐿0

𝐿𝑑

𝐿𝑞

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

𝑖0

𝑖𝑑

𝑖𝑞

⎤⎥⎥⎥⎦+
√︃

3
2 𝑀𝐹 𝑖𝑓

⎡⎢⎢⎢⎣
0
1
0

⎤⎥⎥⎥⎦ , (2.24)

Where 𝑀𝐹 is the field mutual effect; 𝑀𝑠 is the maximum value between mutual
inductances; 𝑖0, 𝑖𝑑 and 𝑖𝑞 are the 0𝑑𝑞 currents; 𝜆0 , 𝜆𝑑 and 𝜆𝑞 are the 0𝑑𝑞 linked flow; 𝐿0,
𝐿𝑑 and 𝐿𝑞 are the 0𝑑𝑞 inductances.

And for the field linkage flux (2.25):

𝜆𝑓 = 𝐿𝑓 𝑖𝑓 +
√︃

3
2 𝑀𝐹 𝑖𝑑, (2.25)

It can be realized that (2.25) doesn’t depend on 𝜃 angle.

2.1.6 Voltage Equations - 𝑑𝑞 Coordinates

The voltage equations on dq coordinated system are expressed as (2.26) [1]:

⎡⎢⎢⎢⎣
0
𝑣𝑑

𝑣𝑞

⎤⎥⎥⎥⎦ = −𝑅

⎡⎢⎢⎢⎣
0
𝑖𝑑

𝑖𝑞

⎤⎥⎥⎥⎦−

⎡⎢⎢⎢⎣
0

𝜔 𝜆𝑞

−𝜔 𝜆𝑑

⎤⎥⎥⎥⎦− 𝑑

𝑑𝑡

⎡⎢⎢⎢⎣
0
𝜆𝑑

𝜆𝑞

⎤⎥⎥⎥⎦ , (2.26)



Chapter 2. Theoretical Review 26

The field voltage is expressed as in (2.27),

𝑣𝑓 = 𝑅𝑓 𝑖𝑓 + 𝜆𝑓

𝑑𝑡
, (2.27)

In this way, rewritting the park equations, result (2.28) to (2.30):

𝑣𝑑 = −𝑅 𝑖𝑑 − 𝜔 𝜆𝑞 − �̇�𝑑, (2.28)

𝑣𝑞 = −𝑅 𝑖𝑞 + 𝜔 𝜆𝑑 − �̇�𝑞, (2.29)

𝑣𝑓 = 𝑅𝑓 𝑖𝑓 + �̇�𝑓 , (2.30)

Beeing 𝑣0, 𝑣𝑑 and 𝑣𝑞 are the 0𝑑𝑞 voltages; �̇�𝑑, �̇�𝑞 and �̇�𝑓 are 𝑑𝑞 derivatives of linkage
flux; 𝜔 is the machine frequency.

By Park, the system of four differential equations is reduced to a three differential
equations system with constant coefficients.

In balanced steady state the currents in axis 𝑑𝑞 (𝑖𝑑, 𝑖𝑞) and in field (𝑖𝑓 ) are con-
stants. In addition, the linkage flux in 𝑑𝑞 axis (𝜆𝑑, 𝜆𝑞) and in field (𝜆𝑓 ), also, are constants.

2.1.7 𝑃.𝑈 Conversion

The objective of per unit conversion (𝑝.𝑢) is to express the machine equations in
terms of an equivalent electric circuit. To accomplish it, a base should be chosen. On this
way, when a voltage, current (or power) and frequency had been chosen, the bases to the
remaining variables or circuits parameters are automatically stablished [26].

The linkage equations are in 𝑝.𝑢 (2.31) and (2.32):

𝜆𝑑𝑢 = 𝑙𝑢 𝑖𝑑𝑢 + 𝐿𝑎𝑑𝑢 (𝑖𝑑𝑢 + 𝑖𝑓𝑢) , (2.31)

𝜆𝑓𝑢 = 𝑙𝑓𝑢 𝑖𝑓𝑢 + 𝐿𝑎𝑑𝑢 (𝑖𝑑𝑢 + 𝑖𝑓𝑢) , (2.32)

Beeing 𝑙𝑢 and 𝑙𝑓𝑢 the own inductances in 𝑝.𝑢; 𝐿𝑎𝑑𝑢 is the mutual inductance.

Where (2.33),

𝐿𝑎𝑑𝑢 = 𝐿𝑚𝑓𝑢 = (𝐾𝑀𝑓 )𝑢 = (𝐾𝑀𝐹 )*
𝑢 , (2.33)

In q axis, being 𝐿𝑞 = 𝑙 + 𝐿𝑎𝑞, result (2.34):

𝜆𝑞𝑢 = 𝑙𝑢 𝑖𝑞𝑢 + 𝐿𝑎𝑞𝑢 𝑖𝑞𝑢, (2.34)
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Considering the following voltage equations of the machine (2.35) and (2.36):

𝑣𝑑 = −𝑅 𝑖𝑑 − 𝑑𝜆𝑑

𝑑𝑡
= 𝜔 𝜆𝑞, (2.35)

= −𝑅 𝑖𝑑 − 𝑙
𝑑𝑖𝑑

𝑑𝑡
− 𝑑

𝑑𝑡
(𝐿𝑎𝑑 𝑖𝑑 + 𝐾 𝑀𝐹 𝑖𝑓 ) − 𝜔 𝜆𝑞, (2.36)

Dividing by the base voltage per phase (2.37):

𝑉𝐵 = 𝑅𝐵 𝐼𝐵 = 𝜆𝐵 𝜔𝐵 = 𝐿𝐵 𝐼𝐵

𝑡𝐵

(2.37)

it results for the voltages equations (2.38):

𝑣𝑑𝑢 = −𝑅𝑢 𝑖𝑑𝑢 − 𝑙𝑢
𝑑𝑖𝑑𝑢

𝑑𝑡𝑢

− 𝐿𝑎𝑑𝑢
𝑑

𝑑𝑡𝑢

(𝑖𝑑𝑢 + 𝑖𝑓𝑢) − 𝜔𝑢 𝜆𝑞𝑢, (2.38)

In similar way, it gets the voltages, on 𝑝.𝑢 for the q-axis and for the field (2.39)
and (2.40),

𝑣𝑞𝑢 = −𝑅𝑢 𝑖𝑞𝑢 − 𝑙𝑢
𝑑𝑖𝑞𝑢

𝑑𝑡𝑢

− 𝐿𝑎𝑞𝑢
𝑑𝑖𝑞𝑢

𝑑𝑡𝑢

+ 𝜔𝑢 𝜆𝑑𝑢, (2.39)

𝑣𝑓𝑢 = 𝑅𝑓𝑢 𝑖𝑓𝑢 + 𝐿𝑎𝑑𝑢
𝑑

𝑑𝑡𝑢

(𝑖𝑓𝑢 + 𝑖𝑑𝑢) + 𝑙𝑓𝑢
𝑑𝑖𝑓𝑢

𝑑𝑡𝑢

, (2.40)

For the field, it should be considered in (2.41):

𝑉𝑓𝐵 = 𝑅𝑓𝐵 𝐼𝑓𝐵 = 𝐿𝑓𝐵 𝐼𝑓𝐵

𝑡𝑓𝐵

, (2.41)

And in (2.42),

𝑡𝐵 = 𝑡𝑓𝐵, (2.42)

2.1.8 Damped Windings

Beeing the own and the mutual inductances of the windings from the syncronous
machine,
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Figure 5 – Own and Mutual Inductances

In steady state the subtransients don’t operate. In presence of synchronous machine
oscillations, there are inductances and time constants, which are called subtransients units
[1, 23, 26, 27]. Then, considering (2.43) and (2.44),

⎡⎢⎢⎢⎣
𝜆𝑑

𝜆𝑓

𝜆𝐷

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
𝐿𝑑 𝐾𝑀𝐹 𝐾𝑀𝐷

𝐾𝑀𝐹 𝐿𝑓 𝑀𝑅

𝐾𝑀𝐷 𝑀𝑅 𝐿𝐷

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

𝑖𝑑

𝑖𝑓

𝑖𝐷

⎤⎥⎥⎥⎦ , (2.43)

⎡⎣𝜆𝑞

𝜆𝑄

⎤⎦ =
⎡⎣ 𝐿𝑞 𝐾𝑀𝑄

𝐾𝑀𝑄 𝐿𝑄

⎤⎦ ⎡⎣ 𝑖𝑞

𝑖𝑄

⎤⎦ , (2.44)

Where 𝐾𝑀𝐷, 𝐾𝑀𝑄 and 𝑀𝑅 are the mutual indutances.

Doing the field mutual inductance equal to the d-axis mutual inductance (2.45),

𝐾𝑀𝐹 𝑢 = 𝐾𝑀𝐷𝑢 = 𝑀𝑅𝑢 = 𝐿𝑎𝑑𝑢, (2.45)

And the mutual q-axis inductance equals to the q-axis inductance (2.46),

𝐾𝑀𝑄𝑢 = 𝐿𝑎𝑞𝑢, (2.46)
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It results the matrices equations of linkage flow in 𝑝.𝑢. (2.47):

⎡⎢⎢⎢⎣
𝜆𝑑𝑢

𝜆𝑓𝑢

𝜆𝐷𝑢

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
𝐿𝑑𝑢 𝐿𝑎𝑑𝑢 𝐿𝑎𝑑𝑢

𝐿𝑎𝑑𝑢 𝐿𝑓𝑢 𝐿𝑎𝑑𝑢

𝐿𝑎𝑑𝑢 𝐿𝑎𝑑𝑢 𝐿𝐷𝑢

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

𝑖𝑑𝑢

𝑖𝑓𝑢

𝑖𝐷𝑢

⎤⎥⎥⎥⎦ , (2.47)

With 𝐿𝐷𝑢 = 𝑙𝐷𝑢 + 𝐿𝑎𝑑𝑢, results (2.48).

⎡⎣𝜆𝑞𝑢

𝜆𝑄𝑢

⎤⎦ =
⎡⎣𝐿𝑞𝑢 𝐿𝑎𝑞𝑢

𝐿𝑎𝑞𝑢 𝐿𝑄𝑢

⎤⎦ ⎡⎣ 𝑖𝑞𝑢

𝑖𝑄𝑢

⎤⎦ , (2.48)

With 𝐿𝑄𝑢 = 𝑙𝑄𝑢 + 𝐿𝑎𝑞𝑢.

On this way, the equivalents circuits are,

Figure 6 – Equivalents Circuits Considering Damped Windings [1]

The d-axis subtransient inductance - 𝐿”
𝑑 is calculated by (2.49):

𝐿”
𝑑 = 𝐿𝑑 − 𝐾2

𝐿𝐹 𝐿𝐷 − 𝑀2
𝑅

(︁
𝐿𝐷 𝑀2

𝐹 + 𝐿𝐹 𝑀2
𝐷 − 2 𝑀𝐹 𝑀𝐷 𝑀𝑅

)︁
, (2.49)

In 𝑝.𝑢. and considering 𝐾𝑀𝐹 𝑢 = 𝐹𝑀𝐷𝑢 = 𝑀𝑅𝑢 = 𝐿𝑎𝑑𝑢, it results (2.50):

𝐿”
𝑑𝑢 = 𝐿𝑑𝑢 − 𝐿𝐷𝑢 + 𝐿𝐹 𝑢 − 2 𝐿𝑎𝑑𝑢

𝐿𝑓𝑢 𝐿𝐷𝑢

𝐿𝑎𝑑𝑢

− 1
, (2.50)

If the total inductances are represented by (2.51) to (2.53),

𝐿𝑑𝑢 = 𝑙𝑢 + 𝐿𝑎𝑑𝑢, (2.51)

𝐿𝑓𝑢 = 𝑙𝑓𝑢 + 𝐿𝑎𝑑𝑢, (2.52)

𝐿𝐷𝑢 = 𝑙𝐷𝑢 + 𝐿𝑎𝑑𝑢, (2.53)
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Thus considering (2.54),

𝐿”
𝑑𝑢 = 𝑙𝑢 + 1

1
𝐿𝑎𝑑𝑢

+ 1
𝐿𝑓𝑢

+ 1
𝐿𝐷𝑢

, (2.54)

Now, the q-axis sub-transient inductance - 𝐿”
𝑞 is calculated on the following steps.

First, knowing that the linked flow are expressed in (2.55) and in (2.56) [1, 28]:

𝜆𝑞 = 𝐿𝑞 𝑖𝑞 + 𝐾 𝑀𝑄 𝑖𝑄, (2.55)

𝜆𝑄 = 𝐾 𝑀𝑄 𝑖𝑄 + 𝐿𝑄 𝑖𝑄, (2.56)

Calculating the total q-axis current, 𝑖𝑄 by (2.57):

𝑖𝑄 = −𝐾 𝑀𝑄

𝐿𝑄

𝑖𝑞, (2.57)

For the 𝜆𝑞 equation of flow in (2.59):

𝜆𝑞 = 𝐿𝑞 𝑖𝑞 + 𝐾 𝑀𝑄

(︃
−𝐾𝑀𝑄

𝐿𝑄

)︃
𝑖𝑞, (2.58)

𝜆𝑞 =
[︃
𝐿𝑞 − (𝐾𝑀𝑄)2

𝐿𝑄

]︃
𝑖𝑞,

Knowing that sub-transient inductance is calculate as 𝐿”
𝑞 = 𝜆𝑞

𝑖𝑞

, obtain (2.59):

𝐿”
𝑞 = 𝐿𝑞 − (𝐾𝑀𝑄)2

𝐿𝑄

, (2.59)

In 𝑝.𝑢., and considering 𝐾𝑀𝑄𝑢 = 𝐿𝑎𝑞𝑢 result (2.60):

𝐿”
𝑞𝑢 = 𝐿𝑞𝑢 −

𝐿2
𝑎𝑞𝑢

𝐿𝑄𝑢

, (2.60)

As expressed in (2.61) and (2.62):

𝐿𝑞𝑢 = 𝑙𝑢 + 𝐿𝑎𝑞𝑢, (2.61)

𝐿𝑄𝑢 = 𝑙𝑄𝑢 + 𝐿𝑎𝑞𝑢, (2.62)
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Then in (2.63),

𝐿”
𝑞𝑢 = 𝑙𝑢 + 1

1
𝐿𝑎𝑞𝑢

+ 1
𝑙𝑄𝑢

= 𝑙𝑢 + 𝐿𝑎𝑞𝑢 𝑙𝑄𝑢

𝐿𝑎𝑞𝑢 + 𝑙𝑄𝑢

, (2.63)

The sub-transient time constant of direct axis is (2.64):

𝜏 ”
𝑑𝑢 =

𝑙𝐷𝑢 + 1
1

𝐿𝑎𝑑𝑢

+ 1
𝑙𝑓𝑢

+ 1
𝑙𝑢

𝑅𝐷𝑢

, (2.64)

And the sub-transient time constant of quadrature axis is (2.65):

𝜏 ”
𝑑𝑢 =

𝑙𝐷𝑢 + 1
1

𝐿𝑎𝑑𝑢

+ 1
𝑙𝑓𝑢

+ 1
𝑙𝑢

𝑅𝐷𝑢

, (2.65)

Where 𝜏
′
𝑑𝑢 is the sub-transient constant of d-axis.

2.1.9 𝐸
′

𝑞 Model

Beeing the monophase equivalent circuit of 𝐸
′
𝑞 model, on Figure 7,

Figure 7 – Equivalent Circuit of 𝐸
′
𝑞 Model [2]

The 𝐸
′
𝑞 Model is represented by 3 windings, being 2 for d-axis and 1 for q-axis. The

d-windings are one obtained by the dq0 transformation and one representing the machine
field. The q-winding results from the 𝑑𝑞0 transformation.
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This Model considerate the stator resistence as zero, despise the zero sequence,
the damper windings and the transformer effects voltages (2.66):

𝑑𝜑𝑑

𝑑𝑡
= 𝑑𝜑𝑞

𝑑𝑡
= 0, (2.66)

Assuming the flow linkage and voltage equations as in (2.67) to (2.71):

𝑣𝑑 = −𝜔𝑟 𝜑𝑞, (2.67)

𝑣𝑞 = 𝜔𝑟 𝜑𝑑, (2.68)

𝜑𝑑 = −𝐿𝑑 𝑖𝑑 + 𝐿𝑎𝑑 𝑖𝑓 , (2.69)

𝜑𝑞 = −𝐿𝑞 𝑖𝑞, (2.70)

𝜑𝑓 = 𝐿𝑓 𝑖𝑓 − 𝐿𝑎𝑑 𝑖𝑑, (2.71)

Where, 𝑣𝑑 and 𝑣𝑞 are the direct and quadrature voltages, in order; 𝜑𝑑, 𝜑𝑞 and 𝜑𝑓

are the direct, quadrature and field flow linkage, respectively; 𝐿𝑑, 𝐿𝑞 and 𝐿𝑎𝑑 are the
direct, quadrature and field inductances; 𝑖𝑑, 𝑖𝑞 and 𝑖𝑓 are direct, quadrature and field
voltages, in sequels.

Replacing 𝜑𝑑 and 𝜑𝑞 on (2.67) and (2.68), respectively, (2.72) and (2.73):

𝑣𝑑 = 𝜔𝑟 𝐿𝑞 𝑖𝑞, (2.72)

𝑣𝑞 = −𝜔𝑟 𝐿𝑑 𝑖𝑑 + 𝜔𝑟 𝐿𝑎𝑑 𝑖𝑓 , (2.73)

Where 𝜔𝑟 is the actual frequency in 𝑟𝑎𝑑/𝑠.

Besides it, 𝑖𝑓 is represented as in (2.74):

𝑖𝑓 = 𝜑𝑓

𝐿𝑓

+ 𝐿𝑎𝑑

𝐿𝑓

𝑖𝑑, (2.74)

Putting (2.74) on (2.73), it results (2.75):
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𝑣𝑞 = −𝜔𝑟

(︃
𝐿𝑑 − 𝐿2

𝑎𝑑

𝐿𝑓

)︃
⏟  ⏞  

𝐿
′
𝑑

𝑖𝑑 + 𝜔𝑟
𝐿𝑎𝑑

𝐿𝑓

𝜑𝑓⏟  ⏞  
𝑒′

𝑞

, (2.75)

With,

𝐿
′
𝑑 is the d-axis transient inductance;

𝑒
′
𝑞 is the q-axis transient voltage, proportional to the field parameters.

Then 𝑉𝑞 is calculated as (2.76) ,

𝑣𝑞 = −𝜔𝑟 𝐿
′

𝑑 𝑖𝑑 + 𝑒
′

𝑞, (2.76)

Remembering that X is expressed on (2.77),

𝑋 = 𝜔𝑟 𝐿, (2.77)

Where 𝑋 and 𝑋
′ are the normal and transitory rectances, respectively.

And taking the root mean square values, returns (2.78) and (2.79):

𝑉𝑑 = 𝑋𝑞 𝐼𝑞, (2.78)

𝑉𝑞 = 𝐸
′

𝑞 − 𝑋
′

𝑑 𝐼𝑑, (2.79)

𝐸
′
𝑞 is the q-axis transient voltage.

In phasor values results (2.80) and (2.81),

�̇�𝑑 = −𝑗 𝑋𝑞 𝐼𝑞, (2.80)

�̇�
′

𝑞 = �̇�𝑞 + 𝑗 𝑋
′

𝑑 𝐼𝑑, (2.81)

Where 𝑉𝑑 and 𝑉𝑞 are the direct and quadracture voltages; 𝑋𝑞 and 𝑋
′
𝑑 are the

quadrature and direct transient voltages; 𝐼𝑑 and 𝐼𝑞 are the direct and quadrature currents.

Noticing that 𝐼 and �̇� are expressed in (2.82) and in (2.83) ,
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𝐼 = 𝐼𝑑 + 𝐼𝑞, (2.82)

�̇� = �̇�𝑑 + �̇�𝑞, (2.83)

Then, applying the second Kirchhoff’s law at the equivalent circuit from Figure 7
comes (2.84),

�̇� = −𝑗 𝑋𝑞 𝐼𝑞 + �̇�
′

𝑞 −𝑗 �̇�
′

𝑑 𝐼𝑑 − 𝑗 𝑋
′

𝑑 𝐼𝑞⏟  ⏞  
−𝑗 𝑋

′
𝑑

𝐼

+𝑗 𝑋
′

𝑑 𝐼𝑞, (2.84)

Beeing 𝑉𝑑 and 𝑉𝑞 expressed by (2.85) and (2.86):

𝑉𝑑 = 𝑉 𝑠𝑒𝑛(𝛿 − 𝜃), (2.85)

𝑉𝑞 = 𝑉 𝑐𝑜𝑠(𝛿 − 𝜃), (2.86)

Where 𝛿 and 𝜃 are the q-axis and bus voltages angles in relation to a reference.

Now, the direct and quadrature currents in (2.78) and in (2.79) are expressed as
in (2.87) and in (2.88),

𝐼𝑑 =
𝐸

′
𝑞 − 𝑉 𝑐𝑜𝑠(𝛿 − 𝜃)

𝑋
′
𝑑

, (2.87)

𝐼𝑞 = 𝑉 𝑠𝑒𝑛(𝛿 − 𝜃)
𝑋𝑞

, (2.88)

Define, on this moment, the electromagnetic conjugate considering the simplifi-
cation at the beginning on this model presentation. Therefore, it’s possible to get for
electrical power in (2.89):

𝑃𝑒 = 𝑉𝑑 𝐼𝑑 + 𝑉𝑞 𝐼𝑞, (2.89)

Thus in (2.90),

𝑃𝑒 = 𝑋𝑞 𝐼𝑞 𝐼𝑑 + (𝐸 ′

𝑞 − 𝑋
′

𝑑 𝐼𝑑) 𝐼𝑞, (2.90)

= 𝐸
′

𝑞 𝐼𝑞 + (𝑋𝑞 − 𝑋
′

𝑑) 𝐼𝑑 𝐼𝑞,
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Deducting the state equation for 𝑉𝑓 (2.91),

𝑣𝑓 = 𝑅𝑓 𝑖𝑓 + 𝑑𝜑𝑓

𝑑𝑡
, (2.91)

Where 𝑅𝑓 is the field resistence.

Multiplying (2.91) for 𝜔𝑟
𝐿𝑎𝑑

𝑅𝑓

, it results (2.92) and (2.93):

𝜔𝑟
𝐿𝑎𝑑

𝑅𝑓

𝑣𝑓⏟  ⏞  
𝑒𝑓𝑑

= 𝜔𝑟
𝐿𝑎𝑑

𝑅𝑓

𝑅𝑓 𝑖𝑓 + 𝑑

𝑑𝑡

(︃
𝜔𝑟

𝐿𝑎𝑑

𝑅𝑓

𝜑𝑓

)︃
, (2.92)

𝑒𝑓𝑑 = 𝜔𝑟 𝐿𝑎𝑑 𝑖𝑓⏟  ⏞  
𝑒𝑞

+𝐿𝑓

𝑅𝑓

𝑑

𝑑𝑡

(︃
𝜔𝑟

𝐿𝑎𝑑

𝐿𝑓

𝜑𝑓

)︃
⏟  ⏞  

𝑒′
𝑞

, (2.93)

Where 𝑣𝑓 is the field voltage.

Therefore, 𝑒𝑓𝑑 is obtained as in (2.94),

𝑒𝑓𝑑 = 𝑒𝑞 + 𝐿𝐹

𝑅𝐹⏟ ⏞ 
𝜏

′
𝑑0

𝑑𝑒
′
𝑞

𝑑𝑡
, (2.94)

Rearranging and using effective values, comes (2.95):

𝑑𝐸
′
𝑞

𝑑𝑡
= 1

𝜏
′
𝑑0

(𝐸𝑓𝑑 − 𝐸𝑞), (2.95)

Where:

𝐸𝑓𝑑 is the proportional voltage to the field voltage;

𝐸𝑞 is the q-axis voltage

𝜏
′
𝑑0 is the transient time constant of d-axis.

Remembering for 𝑣𝑞 (2.96),

𝑣𝑞 = −𝜔𝑟 𝐿𝑑 𝑖𝑑 + 𝜔𝑟 𝐿𝑎𝑑 𝑖𝑓⏟  ⏞  
𝑒𝑞

, (2.96)
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Taking into account 𝑟𝑚𝑠 values, it results (2.97) :

𝑉𝑞 = 𝐸𝑞 − 𝑋𝑑 𝐼𝑑, (2.97)

But, from (2.78) and (2.79), it arrives on (2.98):

𝑉𝑞 = 𝐸
′

𝑞 − 𝑋
′

𝑑 𝐼𝑑, (2.98)

Soon in (2.99),

𝐸𝑞 = 𝐸
′

𝑞 + (𝑋𝑑 − 𝑋
′

𝑑) 𝐼𝑑, (2.99)

Finally [1, 8, 29], results (2.100),
𝑑𝐸

′
𝑞

𝑑𝑡
= 1

𝜏
′
𝑑0

(︁
𝐸𝑓𝑑 − 𝐸

′

𝑞 − (𝑋𝑑 − 𝑋
′

𝑑) 𝐼𝑑

)︁
, (2.100)

𝐸𝑓𝑑 will be constant if there is no excitation system.

The rotor oscillation equations will be expressed in (2.101) and in (2.102) [8, 13,
20, 30]:

𝑑𝛿

𝑑𝑡
= 𝜔𝑟 − 𝜔𝑠 = Δ𝜔𝑟, (2.101)

𝑑𝜔𝑟

𝑑𝑡
= 1

2 𝐻
(𝑇𝑚 − 𝑃𝑒 − 𝐷𝑚 Δ𝜔𝑟), (2.102)

Considering the electromagnetic conjugate is (2.103),

𝑑𝜔𝑟

𝑑𝑡
= 1

2 𝐻

[︁
𝑇𝑚 − 𝐸

′

𝑞 𝐼𝑞 − (𝑋𝑞 − 𝑋
′

𝑞) 𝐼𝑑 𝐼𝑞 − 𝐷𝑚 Δ𝜔𝑟

]︁
, (2.103)

The algebraic equations become (2.104) and (2.105):

𝐼𝑑 =
𝐸

′
𝑞 − 𝑉 𝑐𝑜𝑠(𝛿 − 𝜃)

𝑋
′
𝑑

, (2.104)

𝐼𝑞 = 𝑉 𝑠𝑒𝑛(𝛿 − 𝜃)
𝑋𝑞

. (2.105)

Being the direct reactance, 𝑋𝑑, equal to the quadrature reactance, 𝑋𝑞 for the round
rotor machines.

The 𝐸
′
𝑞 Model is defined by the equations (2.100), (2.101), (2.102) and (2.103) and

the algebraic equations (2.104) and (2.105).
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2.1.10 Classical Model

The Classical Model is a simplification of the Constant 𝐸
′
𝑞 Model [31]. Taking into

account the equation (2.100), comes (2.106):

𝐸𝑓𝑑 = 𝐸𝑞 = 𝐸
′

𝑞 +
(︁
𝑋𝑑 − 𝑋

′

𝑑

)︁
𝐼𝑑, (2.106)

In this way, the equation (2.106) and the differential equations (2.101), (2.102) and
(2.103) and the algebraic equations (2.104) and (2.105) represent the constant 𝐸

′
𝑞 model.

Now, again, the classical model is a particular case of the 𝐸
′
𝑞 model, considering

the following equalities represented in (2.107), (2.108) and (2.109):

𝑋𝑑 = 𝑋𝑞, (2.107)

𝑋𝑓𝑑 = 𝑋𝑞 = 𝑋
′

𝑞, (2.108)

𝑋𝑑 = 𝑋
′

𝑑. (2.109)

Where 𝑋𝑑 and 𝑋𝑞 are the direct and quadrature axis reactances, respectively;
𝑋𝑓𝑑 is the field reactance; And 𝑋

′
𝑑 and 𝑋

′
𝑞 are the direct and quadrature axis transitory

reactances, respectively.

Then for �̇�𝑟 in (2.110),

𝑑𝜔𝑟

𝑑𝑡
= 1

2 𝐻

[︃
𝑇𝑚 − 𝐸

′

𝑞

𝑉

𝑋
′
𝑑

𝑠𝑒𝑛 (𝛿 − 𝜃) − 𝐷 Δ𝜔𝑟

]︃
, (2.110)

As results, the classical model equations are (2.101), (2.102), (2.103) and (2.110).
And its equivalent circuit is:

Figure 8 – Classical Model Equivalent Circuit [2]
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It can be concluded that according to [8], the classical model is a simple model
considers constant the quadrature axis transient voltage, �̇�

′
𝑞. Resulting in the elimina-

tion of one differential equation linked to the electrical characteristics of the machine,
resulting on a system with two ordinal differential equations [12, 32]. Besides it, another
simplification is making the direct transient reactance (𝑋 ′

𝑑) equal and constant to the
quadrature axis reactance (𝑋 ′

𝑞). This mathematical model is used to represent far away
machines from the principal area and without the representation of the excitation systems
and voltage regulators.



39

3 New Synchronous Machine Modeling

Considering the representation of the classical model in complex plane, the first
step is writting mathematically all state real variables in complex domain. In second
step, the developments of the state equation, 𝑓1 = 𝑑𝛼

𝑑𝑡
, and the algebraic equations are

presented.

3.1 Classical Model

3.1.1 State Complex Equation

The complex state variable, 𝛼, in classical model has two parts, as expressed in
(3.1). The real component is represented by the angle of each machine, "𝛿". And the
imaginary component is represented by the frequency variation, "Δ𝜔". Then, putting
together those two state variables on just one complex variable. And realizing that this
variable in complex plane, "𝛼", doesn’t have any physical meaning but only mathematical
one. Beginning the development and observing that the symbol "*" up the variable means
conjugate,

𝛼 = 𝛿 + 𝑗 Δ𝜔, (3.1)

Where, 𝛿 and Δ𝜔 are the rotor angle in radians and synchronous rotor speed
deviation in radians/s of every machine, respectively.

Considering the equations (3.2) and (3.2) in complex plane for 𝛿 and Δ𝜔,

𝛿 = 0.5 (𝛼 + 𝛼*) , (3.2)

Δ𝜔 = 𝑗 0.5 (𝛼* − 𝛼) , (3.3)

Taking the derivative of (3.1) as 𝑓1 represented by (3.4),

𝑓1 = 𝑑𝛼

𝑑𝑡
= 𝑑𝛿

𝑑𝑡
+ 𝑗

𝑑𝜔

𝑑𝑡
, (3.4)

The real derivatives of 𝑑𝛿

𝑑𝑡
and 𝑑𝜔

𝑑𝑡
are, in 𝑝.𝑢, (3.5) and (3.6), respectively:

𝑑𝛿

𝑑𝑡
= 𝜔 − 𝜔𝑠 = Δ𝜔, (3.5)
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𝑑𝜔

𝑑𝑡
= 𝜔𝑠

2 𝐻
(𝑇𝑚 − 𝑃𝑒 − 𝐷 Δ𝜔), (3.6)

Where 𝜔 and 𝜔𝑠 are respectively actual and synchronous rotor speed in radians/s;
𝑇𝑀 , H and D denote the mechanical power input conjugate, the inertia constant and the
damping factor; 𝑃𝑒 is the real power output, respectively.

Replacing (3.3) in (3.5) and in (3.6), results (3.7) and (3.8),

𝑑𝛿

𝑑𝑡
= 𝑗 0.5 (𝛼* − 𝛼) , (3.7)

𝑑𝜔

𝑑𝑡
= 𝜔𝑠

2 𝐻
[𝑇𝑀 − 𝑃𝑒 − 𝐷 (𝑗 0.5 (𝛼* − 𝛼))] . (3.8)

Substituting (3.7) and (3.8) in (3.4), comes for 𝑓1 (3.9),

𝑓1 = 𝑗 0.5 (𝛼* − 𝛼) + 𝑗
𝜔𝑠

2 𝐻
[𝑇𝑀 − 𝑃𝑒 − 𝐷 (𝑗 0.5 (𝛼* − 𝛼))] , (3.9)

Organizing the state complex variables 𝛼 and 𝛼*, obtains (3.10):

𝑑𝛼

𝑑𝑡
= −0.5

(︂
𝐷 𝜔𝑠

2𝐻
+ 𝑗

)︂
⏟  ⏞  

𝐴1

𝛼 + 0.5
(︂

𝐷 𝜔𝑠

2𝐻
+ 𝑗

)︂
⏟  ⏞  

−𝐴1

𝛼* + 𝑗
𝜔𝑠

2𝐻⏟  ⏞  
𝐴2

𝑇𝑚 +
(︂

−𝑗
𝜔𝑠

2𝐻

)︂
⏟  ⏞  

−𝐴2

𝑃𝑒, (3.10)

Getting the complex equation for 𝑓1 (3.11),

𝑑𝛼

𝑑𝑡
= 𝐴1 (𝛼 − 𝛼*) + 𝐴2 (𝑇𝑚 − 𝑃𝑒). (3.11)

Nonetheless, recalling that the electric power can be expressed as 3.16. And re-
placing (3.16) into (3.11) allows to obtain the dynamic equation (3.12) formulated in the
complex domain for the classical model of a synchronous machine.

𝑑𝛼

𝑑𝑡
= 𝐴1 (𝛼 − 𝛼*) − 0.5 𝐴2 (𝑆𝑒 + 𝑆*

𝑒 ) + 𝐴2 𝑇𝑚. (3.12)

Observing that in (3.12) the voltage and turbine regulators models are not in-
cluded. Consequently, the mechanical power is a constant, making the previous equation
dependent exclusively of complex variables.

On this way, implementing and initializing of the real ODEs, in SIMULINK rep-
resentation the real state equations are shown in Fig. 9 and Fig. 10, respectively,
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Figure 9 – Real State Equation of 𝛿 for the 9-Bus IEEE System

Figure 10 – Real State Equation of 𝜔 for the 9-Bus IEEE System

In the same way for complex plane, it was initialized and implemented an ODE, as
explained on previous chapter, on SIMULINK, representing the complex state equation,
as seen on Figure 11,

Figure 11 – Complex State Equation of 𝛼 for the 9-Bus IEEE System
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3.1.2 Algebraic Complex Equations

Taking into account that the algebraic equation in its complex domain have a real
and an imaginary parts. The algebrac equations for the voltage, current and power are
(3.13), (3.14) and (3.16), respectively,

𝐸 = 𝐸∠𝛿 = 𝑉𝑡∠𝜃𝑡 − 𝑗𝑋
′

𝑑 · 𝐼𝑎, (3.13)

𝐼 𝑖 =
𝑛∑︁

𝑘=1
𝑌

𝑟𝑒𝑑

𝑖𝑘 · 𝐸𝑘 =
𝑛∑︁

𝑘=1
𝑌 𝑟𝑒𝑑

𝑖𝑘 𝐸𝑘∠(𝛾𝑖𝑘 + 𝛿𝑘), (3.14)

𝑆𝑒𝑖 = 𝐸𝑖 𝐼
*
𝑖 = 𝐸𝑖

[︃
𝑛∑︁

𝑘=1
𝑌

𝑟𝑒𝑑
𝑖𝑘 · 𝐸𝑘

]︃*

, (3.15)

𝑃𝑒 = ℜ(𝑆𝑒) = 0.5 (𝑆𝑒 + 𝑆*
𝑒 ) =

𝑛∑︁
𝑘=1

𝐸𝑖𝐸𝑘𝑌 𝑟𝑒𝑑
𝑖𝑘 cos(𝛿𝑖 − 𝛿𝑘 − 𝛾𝑖𝑘), (3.16)

Where 𝛿 is the angle between the phase A and d-axis. Observing that the loads
characteristics vary significantly with time of the day, day of week and weather [33]. So,
on this work the loads will be represented as constant impedance, as on [34].

Implementing on SIMULINK the complex and real algebraic equations for voltage
are presented on Figures 12 and 15. Taking into consideration that the complex algebraic
equations for current and power are the same from real plane,

Figure 12 – Real Algebraic Equation of Voltage for the 9-Bus IEEE System

Figure 13 – Real Algebraic Equation of Current for the 9-Bus IEEE System
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Figure 14 – Real Algebraic Equation of Power for the 9-Bus IEEE System

Figure 15 – Complex Algebraic Equation of Voltage for the 9-Bus IEEE System

Keeping in mind that Kron reduction is used to simplify the analysis of multi-
machine power systems under certain steady state assumptions [35]. The reduced matrix,
𝑌𝑟𝑒𝑑, for the complex and real planes, is represented on Figure 16,

Figure 16 – Reduced System Matrix for the Complex and Real Planes of the 9-Bus IEEE
System
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4 Numerical Results

In this chapter presents the dynamic results in the complex and real planes of the
power system through test systems. The machine dynamic equations were formulated on
real plane on previous studies. Initially, it shows a first study case. After it, a second
study case is shown. Finally, it presents a comparative of efficiency time between these
two systems in complex and in real domains.

The simulations were run on MATLAB and SIMULINK, according to [36, 37],
with the validations on ORGANON (software from a consulting and P&D company called
HPPA, made for ONS) [38, 39]. The test systems analyzed were IEEE 9 and 39 bus, also
known as New England. The numerical results were performed on a Intel(R) Core i5 CPU
2,50 GHz, 8 GB of RAM and operating system of 64 bits. It uses the flat start voltages
profiles to initialize the state variables.

4.1 Case Study: 9-Bus System

4.1.1 Data Preprocessing

Considering the IEEE system for the first case test beeing the 9 bus, as seen on
Figure 17, with the parameters [12] [40] where its data can be seen on Appendix A.
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Figure 17 – 9-Bus IEEE System [3]

First, it used the Newton-Raphson algorithm to get the power flow solution [41].
The tolerance adopted on SIMULINK was of 10−5 [16]. And the one adopted in ORGANON
was 10−3. Then, the table 1 is the output report for the bus. The used algorithm came
out with the same results presented on a Matlab electrical engineering library, called
Matpower for this system [42].
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Table 1 – Power Flow for IEEE - 9 Bus System

Bus ♯ 𝑉 [𝑝.𝑢] 𝐴𝑛𝑔 [∘]
1 1, 040 0, 000
2 1, 025 8, 839
3 1, 025 4, 619
4 1, 026 −2, 217
5 0, 996 −3, 989
6 1, 013 −3, 687
7 1, 026 3, 717
8 1, 016 0, 727
9 1, 032 1, 967

The power flow reports were used as input data to initialize the algebraic and state
variables of the differential equations described on the previous chapter.

Now, it was considered the following disturb applied near bus 8 on 0,1s,

Table 2 – Disturb on IEEE - 9 Bus System

Type Location Nearby
Bus

Disturb
Duration

Fault
Elimination

𝑆𝐶3𝑃 𝐿𝑖𝑛𝑒(8−9) 8 300𝑚𝑠 Open 𝐿𝑖𝑛𝑒(8−9)

But, the numerical results will be shown just for the 𝛿 that gives the biggest
difference with ORGANON according to the table 3,

Table 3 – Differences of 𝛿

𝛿21 𝛿31 𝛿12 𝛿32 𝛿13 𝛿23

0, 46∘ 1, 09∘ 0, 60∘ 1, 73∘ 1, 47∘ 2, 28∘

Thefore, it will be obtained the results for the machine 2, considering the machine
3 on system reference of the IEEE 9-bus system, because the biggest difference occurred
at 3.5𝑠. On this case, the 𝜔 for each machine are presented on Figures 18, 19 and 20

Figure 18 – 𝜔1 for the Machine 1 of the 9-Bus IEEE System
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Figure 19 – 𝜔2 for the Machine 2 of the 9-Bus IEEE System

Figure 20 – 𝜔3 for the Machine 3 of the 9-Bus IEEE System

For the previous MATLAB graphics obtained from fix Runge-Kutta integration
method, called 𝑂𝐷𝐸4, the complex variable 𝜔 tracks the real variable for each machine.
These were awaited results and it can be resumed on a comparative real graphic on Figure
21,

Figure 21 – Comparative for 𝜔 of Each Machine of the 9-Bus IEEE System

So, comparing the 𝜔2 got from SIMULINK, using another 3 variable integration
methods, 𝑂𝐷𝐸45, 𝑂𝐷𝐸113 and 𝑂𝐷𝐸23𝑡 with ORGANON for this system,
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Figure 22 – 𝜔2 of Machine 2 on SIMULINK and on ORGANON

Looking on Figure 22 and using the 3 integration methods it verifies that the state
variable of the second machine. 𝜔2, formulated on complex and real planes implemented,
is dynamically equal to the validation program, ORGANON. Adicionally, it’s observed for
this variable a difference of 10−15 𝑝.𝑢 between complex and real planes on every method.

According to the Figure 22 and to the Table 4, on 3,95s, the 𝜔2 using ODE23t from
SIMULINK, is the closest method, with variable integration step, to the same variable
got from ORGANON.

On this time, it will be shown the result for 𝛿23,

Figure 23 – 𝛿23 of the 9-Bus IEEE System
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The difference between this variable in complex and in real planes is 10−13 degrees.
It’s a small value, meaning the results are similar.

How it can be seen on Figure 23, until the applying of short circuit the angle 𝛿23

keeps continuous because it’s steady state. After 0,1s, the machine 2 angle having a not
convergent comportment, holding it same after removing the fault in 0,4s. Both graphics in
real and complex planes have the same dynamics with the graphic of ORGANON for this
state variable, considering the trapezoidal integration method. The other 2 integration
methods (𝑂𝐷𝐸45 and 𝑂𝐷𝐸113) have the same dynamics, as seen on Figure 23. To
compare the closest method to approach the ORGANON result for this variable, it was
chose the time 2,62s. Therefore, the trapezoidal method, 𝑂𝐷𝐸23𝑡, has the lowest value
of 1, 64∘, between all variable step integration methods and ORGANON, on this instant,
how observed on Table 4.

Table 4 – Values of Simulink Integration Methods and of Organon - 9-Bus IEEE

9 - Bus IEEE System

IM
Variables

ORGANON

Variables
Real Complex Real

𝛿∘
23 (𝑡 = 2, 62𝑠) 𝜔2 (𝑡 = 3, 95𝑠) 𝛿∘

23 𝜔2 𝛿∘
23 𝜔2

𝑂𝐷𝐸45 16, 36 1, 00315 16, 36 1, 00315
14, 7 1, 0028𝑂𝐷𝐸113 16, 38 1, 00314 16, 38 1, 00314

𝑂𝐷𝐸23𝑡 16, 34 1, 00313 16, 34 1, 00313

Observing the dynamics of 𝛿23 and 𝜔2 when using the fix and variable integration
step methods, 𝑂𝐷𝐸4, 𝑂𝐷𝐸45, 𝑂𝐷𝐸23𝑡 and 𝑂𝐷𝐸113,respectively, the one that repre-
sent better is the fix integration step method, with the same used absolute and relative
tolerances in ORGANON. These integration methods are explained on appendix C and
D.

It’s important to note the convergence of the IEEE 9-bus system on Figure 24,
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Figure 24 – Convergence of 𝛿 During the Event on the 9-Bus IEEE System

As seen on last graphic, initially, the 𝛿 and 𝜔 has its values on steady state. After
a short circuit, the both state variables change its operating point until to achieve a new
diverged operational point on 4s. It can conclude that the formulations in real and in
complex planes have the same operating dynamic. In this way, the theory presented on
[1, 8, 27, 43, 44] matches with this first study case.

4.2 Case Study: 39-Bus System

4.2.1 Data Preprocessing

Observing the known IEEE test-system of 39 bus, called New-England, as seen on
Figure 25, with the parameters and system data can be seen on Appendix B,
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Figure 25 – 39-Bus IEEE System [4]

Firstly, using the Newton-Raphson algorithm to get the power flow solution [41].
The tolerance adopted in SIMULINK was of 10−5 [16]. And the tolerance considered in
ORGANON was of 10−3 for the power flow.Then, the table 5 is the output report for the
bus. The used algorithm came out with the same results presented on a Matlab library,
called Matpower, for this system [42].
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Table 5 – Power Flow for IEEE - 39 Bus System

Bus ♯ 𝑉 [𝑝.𝑢] 𝐴𝑛𝑔 [∘]
1 1, 036 −8, 464
2 1, 037 −5, 714
3 1, 020 −8, 644
4 0, 996 −9, 681
5 0, 999 −8, 675
6 1, 002 −8, 006
7 0, 991 −10, 204
8 0, 990 −10, 701
9 1, 020 −10, 392
10 1, 012 −5, 461
11 1, 008 −6, 325
12 0, 995 −6, 284
13 1, 009 −6, 136
14 1, 004 −7, 707
15 1, 005 −7, 784
16 1, 020 −6, 199
17 1, 023 −7, 341
18 1, 020 −8, 275
19 1, 045 −0, 988
20 0, 989 −1, 992
21 1, 016 −3, 712
22 1, 030 0, 907
23 1, 024 0, 707
24 1, 024 −6, 074
25 1, 049 −4, 426
26 1, 045 −5, 584
27 1, 029 −7, 563
28 1, 046 −2, 048
29 1, 047 0, 725
30 1, 027 −3, 217
31 0, 982 0, 000
32 0, 983 2, 575
33 0, 997 4, 241
34 1, 012 3, 206
35 1, 029 6, 063
36 1, 033 8, 971
37 1, 027 2, 408
38 1, 026 7, 805
39 1, 020 −10, 114

The power flow reports were used as input data to initialize the algebraic and state
variables of the differential equations described on the previous chapter.

In this way, implementing and initializing the real ODEs, in SIMULINK, repre-



Chapter 4. Numerical Results 53

senting the real state and algebraic equations result the same Figures 9, 10, 12, 13 and 14,
respectively. for the first test case. Equally, doing the same process for the ODE in com-
plex plane, in SIMULINK, representing the complex state and algebraic equations result
the Figures 11 and 15 of the IEEE 9-bus. And taking into consideration that the others
complex algebraic variables, current and electric power, are represented on the same way,
in Figures 13 and 14 for complex plane of IEEE 9-bus system.

Considering the following disturb near to Bus 15 applied on 0, 1s,

Table 6 – Disturb on IEEE - 39 Bus System

Type Location Nearby
Bus

Disturb
Duration

Fault
Elimination

𝑆𝐶3𝑃 𝐿𝑖𝑛𝑒(14−15) 15 300𝑚𝑠 Open 𝐿𝑖𝑛𝑒(14−15)

However, the numerical results will be shown just for the 𝛿 that gives the biggest
difference with ORGANON according to the table 7,

Table 7 – Differences of 𝛿

𝛿21 𝛿31 𝛿41 𝛿51 𝛿61 𝛿71 𝛿81 𝛿91 𝛿10−1

0, 86∘ 0, 87∘ 3, 09∘ 3, 24∘ 3, 24∘ 3, 78∘ 1∘ 3, 90∘ 3, 22∘

𝛿12 𝛿32 𝛿42 𝛿52 𝛿62 𝛿72 𝛿82 𝛿92 𝛿10−2

0, 85∘ 0, 78∘ 2, 97∘ 3, 07∘ 2, 67∘ 3, 70∘ 1, 31∘ 3, 85∘ 3, 24∘

𝛿13 𝛿23 𝛿43 𝛿53 𝛿63 𝛿73 𝛿83 𝛿93 𝛿10−3

0, 85∘ 0, 78∘ 2, 26∘ 2, 62∘ 3, 04∘ 3, 26∘ 1, 21∘ 3, 70∘ 3, 25∘

𝛿14 𝛿24 𝛿34 𝛿54 𝛿64 𝛿74 𝛿84 𝛿94 𝛿10−4

3, 08∘ 2, 68∘ 2, 56∘ 2, 01∘ 0, 54∘ 0, 75∘ 2, 42∘ 1, 77∘ 3, 83∘

𝛿15 𝛿25 𝛿35 𝛿45 𝛿65 𝛿75 𝛿85 𝛿95 𝛿10−5

2, 81∘ 3, 15∘ 2, 66∘ 3, 03∘ 0, 22∘ 0, 91∘ 2, 13∘ 2, 40∘ 3, 62∘

𝛿16 𝛿26 𝛿36 𝛿46 𝛿56 𝛿76 𝛿86 𝛿96 𝛿10−6

2, 83∘ 2, 47∘ 2, 93∘ 0, 52∘ 0, 75∘ 0, 20∘ 2, 10∘ 1, 89∘ 3, 84∘

𝛿17 𝛿27 𝛿37 𝛿47 𝛿57 𝛿67 𝛿87 𝛿97 𝛿10−7

3, 79∘ 3, 69∘ 3, 33∘ 0, 78∘ 0, 91∘ 0, 49∘ 2, 51∘ 1, 90∘ 3, 23∘

𝛿18 𝛿28 𝛿38 𝛿48 𝛿58 𝛿68 𝛿78 𝛿98 𝛿10−8

1, 01∘ 1, 31∘ 1, 21∘ 2, 44∘ 2, 15∘ 2, 10∘ 2, 76∘ 2, 21∘ 3, 17∘

𝛿19 𝛿29 𝛿39 𝛿49 𝛿59 𝛿69 𝛿79 𝛿89 𝛿10−9

1, 77∘ 3, 04∘ 3, 69∘ 1, 68∘ 2, 06∘ 1, 88∘ 1, 89∘ 2, 43∘ 3, 11∘
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Therefore, it will be shown the results for the machine 9, considering the machine
1 on system reference of the IEEE 39-bus system and using Runge-Kutta fix integration
method, 𝑂𝐷𝐸4, because the biggest angle difference between ORGANON and the clas-
sical model, 3.90∘, occured at 3.2𝑠. In this case, the 𝜔 for each machine are presented on
Figures 26, 27, 28, 29, 30, 31, 32, 33, 34 and 35:

Figure 26 – 𝜔1 for the Machine 1 of the 39-Bus IEEE System

Figure 27 – 𝜔2 for the Machine 2 of the 39-Bus IEEE System

Figure 28 – 𝜔3 for the Machine 3 of the 39-Bus IEEE System
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Figure 29 – 𝜔4 for the Machine 4 of the 39-Bus IEEE System

Figure 30 – 𝜔5 for the Machine 5 of the 39-Bus IEEE System

Figure 31 – 𝜔6 for the Machine 6 of the 39-Bus IEEE System

Figure 32 – 𝜔7 for the Machine 7 of the 39-Bus IEEE System
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Figure 33 – 𝜔8 for the Machine 8 of the 39-Bus IEEE System

Figure 34 – 𝜔9 for the Machine 9 of the 39-Bus IEEE System

Figure 35 – 𝜔10 for the Machine 10 of the 39-Bus IEEE System

Observing the previous MATLAB graphics, the complex variable 𝜔 tracks the
real variable for each machine. These were expected results and it can be resumed on a
comparative real graphic on Figure 36,
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Figure 36 – Comparative for 𝜔 of Each Machine of the 39-Bus IEEE System

Then, comparing of the 𝜔9 obtained from SIMULINK, using all the variable steps
integration methods, with ORGANON for this system:

Figure 37 – 𝜔9 of Machine 9 on SIMULINK and on ORGANON

Looking on Figure 37, it verifies that the state variable of the ninth machine, 𝜔9,
formulated on complex and real planes implemented, is pratically equal the dynamics
with the validation program, ORGANON. For every integration method, the difference
between complex and real planes is at certain instant 10−15 𝑝.𝑢..
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The three integration methods, with variable steps, are equally distant to ORGANON,
for instance, on 3, 15𝑠 these variable integration steps methods have 0, 9988 p.u., a differ-
ence of 0,0005 p.u. to ORGANON, as seen on Table 8.

Now, it will be presented the result for 𝛿91,

Figure 38 – 𝛿91 of the 39-Bus IEEE System

As it can be seen on Figure 38, until the applying of short circuit, the angle 𝛿91

keeps continuous because of its steady state. After 0,1s, the angle of the machine 9 has a
not convergent comportment, holding it same after removing the fault in 0,4s. Utilizing the
3 integration methods (ODE45, ODE113 and ODE23t) from SIMULINK, both graphics
in real and complex domains have the same dynamics with the graphic of ORGANON for
this state variable. But, the closest integration method is the trapezoidal, for instance, on
3, 90𝑠 this method has −0, 78∘ for 𝛿91 and ORGANON results −4, 25∘ for the same state
variable, a difference of 3, 47∘, how observed on Table 8.

Table 8 – Values of Simulink Integration Methods and of Organon - 39-Bus IEEE

39 - Bus IEEE System

IM
Variables

ORGANON

Variables
Real Complex Real

𝛿∘
91 (𝑡 = 3, 90𝑠) 𝜔9 (𝑡 = 3, 15𝑠) 𝛿∘

91 𝜔9 𝛿∘
91 𝜔9

𝑂𝐷𝐸45 −0, 73 0, 9988 −0, 73 0, 9988
−4, 25 0, 9983𝑂𝐷𝐸113 −0, 70 0, 9988 −0, 70 0, 9988

𝑂𝐷𝐸23𝑡 −0, 78 0, 9988 −0, 78 0, 9988

Looking the dynamics of 𝛿91 and 𝜔9 when using the fix and variable integration
step methods, 𝑂𝐷𝐸4, 𝑂𝐷𝐸45, 𝑂𝐷𝐸23𝑡 and 𝑂𝐷𝐸113,respectively, the one that repre-
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sents better is the fix integration step method, with the same used absolute and relative
tolerances in ORGANON. These integration methods are detailed on appendix C and in
D, respectively.

For the last, seeing the convergence of the IEEE 39-bus system on Figure 39,

Figure 39 – Convergence of 𝛿 During the Event on the 39-Bus IEEE System

Noting that the absolute and relative tolerance for the dynamic simulation used
in ORGANON for both systems is 10−4. These tolerances in ORGANON affect the inte-
grations methods results in SIMULINK.

How observed on last graphic, initially, the 𝛿 and 𝜔 have its values on steady
state. After a short circuit, the both state variables change its operating points until to
achieve a new diverged operational point on 4s. It can conclude that the real and complex
planes formulations have the same operating dynamic. Therefore, the theory presented,
on [1, 8, 27, 43, 44], matches with this second study case.

Now, comparing the results for 𝛿 and 𝜔 in real and complex planes with ORGANON
using a simulation of 0.35𝑠,
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Figure 40 – 𝛿91 of the 39-Bus IEEE System

It can be observed that until approximately 12𝑠 the 𝛿91 keeps the same dynamics
in real and in complex plane on SIMULINK and on ORGANON. From, this time, its
dynamics start diverging with ORGANON for the three integration methods.

Figure 41 – 𝜔9 of the 39-Bus IEEE System

It can be noted from 41, that the dynamic for the three integration methods diverge
from ORGANON from around 12𝑠.

A flowchart can summarize the process to get the dynamic simulations for real
and complex planes in MATLAB and SIMULINK as seen in Figure 42,
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Figure 42 – Flowchart to Obtain the State Variables in Complex and Real Planes

4.3 Performance of The Dynamic Machine Model in Real and Com-
plex Planes
In this section, it will be discussed the time simulation in real and complex planes,

respectively.

4.3.1 Performance of the Classical Model

Simulating the classical models for the both systems on real and complex planes,
result the table 9,

Table 9 – Simulations Times for Complex and Real Planes

System Fault Nearby Bus 𝑡𝑟𝑒𝑎𝑙 [𝑠] 𝑡𝑐𝑜𝑚𝑝𝑙𝑒𝑥 [𝑠] 𝑡𝑑𝑖𝑓 [𝑠]
IEEE -9 Bus 𝐿𝑖𝑛𝑒(8−9) 8 0, 2311 0, 2095 0, 0216
IEEE -39 Bus 𝐿𝑖𝑛𝑒(14−15) 15 0, 2643 0, 2430 0, 0213

How it can see on previous table, the electric machine model on complex plane
is close, but a little bit higher than real one for both systems. Proving that dealing
with algorithims in complex domain are better than the one in real plane because of the
processing velocity.
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5 General Conclusions

The studies in complex plane was made with the MATLAB algorithm and the
equations on SIMULINK. It can realize that using the IEEE 9-bus and IEEE 39-bus
the processing speed is close, but a little bit higher than real one for both systems. But
considering that power systems with more numbers of bus, it should pay attention how
is the time characteristics because there are many involving variables.

Besides it, it can be concluded too that how many more bus in the system, less
quick are the convergences using the classical machine model on complex plane.

It also showed that the real and complex domains answers got for the systems on
simulations programs (SIMULINK/MATLAB and ORGANON) have the same dynamics
on transient and on steady state. How it was expected. And the best and closest integration
method to represent the real and complex planes is with fix step, with the same used
absolute and relative tolerances in ORGANON.

It can be concluded that the SIMULINK and ORGANON have the same op-
erating points on steady state, because its power flow solutions have the same results.
And until around 12𝑠 the operating points keep approximately the same dynamic the
real and complex planes with ORGANON. These differences are due to the absolute and
relative tolerances for the dynamic simulation used in ORGANON. These tolerances in
ORGANON affect the integrations methods results in SIMULINK. Therefore, new tests
should be done to match the dynamics in ORGANON and SIMULINK.

The condition to the machines diverge was with clear fault on 0.5𝑠. It can be
realized that some machines diverge from this time. I.e., from this time some machines
escape its stability conditions.

Futhermore, the implementation in complex and real planes have few difference
values for 𝛿 and 𝜔 for both IEEE systems. Satisfying, mathematically, the implementation
in complex plane comparing its results with ORGANON.

5.1 Future Works
It is known that the global trend of the power electric systems is to make use of

more efficient models for equipments. This implies on more researches in more efficient
models. Knowing the machines on this work were modeled using the simplest represen-
tation, known as classical model. A machine model in complex domain more complete
should be looked for to represent better the electric systems. This complex modeling is
relevant to investigate. In this scenario, the researches in complex plane on power system
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are extremely important. In this field, this concept has been studied for many applications,
remaining, also, the formulation in complex plane of the governor and the excitation. This
topic, in complex domain, is interesting to study.

Besides it, knowing that the real analysis of stability on power system has as
focus the study of capacity of a determined power system to keep its synchronism when
submitted to huge disturbs. A recent opportunity with this work is to investigate the
comportment of stability considering the complex plane, taking into account its root
methods, characteristic polynomial and other aspects [45, 46].

For last, new applications using this classical model in complex plane can be
researched, such as: the power system planning, operating and monitoring; power system
state estimation and others. Because of the complex linearized funtion, making possible,
to use the Wirtinger Calculous [47, 48, 49, 17, 50, 51]
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APPENDIX A – 9-Bus System Data

This 9-bus system was defined in [12] and its data are shown on tables 10, 11 and
12, respectively. However, this data also can be accessed in [52].

Table 10 – Line Data for IEEE - 9 Bus System

Element 𝑅 [𝑝.𝑢.] 𝑋 [𝑝.𝑢.] 𝐵 [𝑀𝑉 𝑎𝑟] 𝑆𝑏 [𝑀𝑉 𝐴]
𝐿𝑖𝑛𝑒(2−7) − 0, 0576 − 100
𝐿𝑖𝑛𝑒(7−8) 0, 0085 0, 072 14, 90 100
𝐿𝑖𝑛𝑒(5−7) 0, 032 0, 161 30, 60 100
𝐿𝑖𝑛𝑒(8−9) 0, 0119 0, 1008 20, 90 100
𝐿𝑖𝑛𝑒(4−5) 0, 01 0, 085 17, 60 100
𝐿𝑖𝑛𝑒(3−9) − 0, 0576 − 100
𝐿𝑖𝑛𝑒(6−9) 0, 039 0, 17 35, 80 100
𝐿𝑖𝑛𝑒(4−6) 0, 017 0, 092 15, 80 100
𝐿𝑖𝑛𝑒(1−4) − 0, 0576 − 100

Table 11 – Machine Data for IEEE - 9 Bus System

Element 𝑅𝑎 [p.u] 𝑋
′
𝑑 [p.u] H [MJ/MVA] 𝐷𝑚[p.u] 𝑆𝑏[MVA]

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 1 0, 0 0, 06080 23, 64 0, 0255 1000
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 2 0, 0 0, 11980 6, 4 0, 00663 800
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 3 0, 0 0, 18130 3, 01 0, 00265 800

Table 12 – Operative Conditions for IEEE - 9 Bus System

Element Bus ♯ 𝑃𝐺 [MW] 𝑉𝑡 [p.u] 𝑃𝐿 [MW] 𝑄𝐿 [MVar]

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(1) 1 − 1, 04 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(2) 2 163 1, 025 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(3) 3 85 1, 025 − −

𝐿𝑜𝑎𝑑 (𝐴) 5 − − 125 50
𝐿𝑜𝑎𝑑 (𝐵) 6 − − 90 30
𝐿𝑜𝑎𝑑 (𝐶) 8 − − 100 35
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APPENDIX B – IEEE 39-Bus System Data

This IEEE 39-bus system is known as New England Test System and its data are
shown on tables 13, 14 and 15, respectively. However, this data also can be accessed in
[52].

Table 13 – Line Data for IEEE - 39 Bus System

Element 𝑅 [𝑝.𝑢.] 𝑋 [𝑝.𝑢.] 𝐵 [𝑀𝑉 𝑎𝑟] 𝑆𝑏 [𝑀𝑉 𝐴]
𝐿𝑖𝑛𝑒(2−30) 0, 0000 0, 0181 0 100
𝐿𝑖𝑛𝑒(1−2) 0, 0035 0, 0411 69, 87 100
𝐿𝑖𝑛𝑒(1−39) 0, 0010 0, 0250 75 100
𝐿𝑖𝑛𝑒(9−39) 0, 0010 0, 0250 120 100
𝐿𝑖𝑛𝑒(8−9) 0, 0023 0, 0363 38, 04 100

𝐿𝑖𝑛𝑒(25−37) 0, 0006 0, 0232 0 100
𝐿𝑖𝑛𝑒(2−25) 0, 0070 0, 0086 14, 60 100
𝐿𝑖𝑛𝑒(2−3) 0, 0013 0, 0151 25, 72 100
𝐿𝑖𝑛𝑒(3−4) 0, 0013 0, 0213 22, 14 100
𝐿𝑖𝑛𝑒(4−5) 0, 0008 0, 0128 13, 42 100
𝐿𝑖𝑛𝑒(5−8) 0, 0008 0, 0112 14, 76 100
𝐿𝑖𝑛𝑒(5−6) 0, 0002 0, 0026 4, 34 100
𝐿𝑖𝑛𝑒(6−7) 0, 0006 0, 0092 11, 30 100
𝐿𝑖𝑛𝑒(7−8) 0, 0004 0, 0046 7, 80 100

𝐿𝑖𝑛𝑒(25−26) 0, 0032 0, 0323 51, 30 100
𝐿𝑖𝑛𝑒(3−18) 0, 0011 0, 0133 21, 38 100
𝐿𝑖𝑛𝑒(4−14) 0, 0008 0, 0129 13, 82 100
𝐿𝑖𝑛𝑒(6−11) 0, 0007 0, 0082 13, 89 100
𝐿𝑖𝑛𝑒(6−31) 0, 0000 0, 0250 0 100
𝐿𝑖𝑛𝑒(17−18) 0, 0007 0, 0082 13, 19 100
𝐿𝑖𝑛𝑒(15−16) 0, 0009 0, 0094 17, 10 100
𝐿𝑖𝑛𝑒(14−15) 0, 0018 0, 0217 36, 60 100
𝐿𝑖𝑛𝑒(13−14) 0, 0009 0, 0101 17, 23 100
𝐿𝑖𝑛𝑒(12−13) 0, 0016 0, 0435 0 100
𝐿𝑖𝑛𝑒(11−12) 0, 0016 0, 0435 0 100
𝐿𝑖𝑛𝑒(10−11) 0, 0004 0, 0043 7, 29 100
𝐿𝑖𝑛𝑒(10−13) 0, 0004 0, 0043 7, 29 100

Continued on next page
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Table 13 – Continuation of table
Element 𝑅 [𝑝.𝑢.] 𝑋 [𝑝.𝑢.] 𝐵 [𝑀𝑉 𝑎𝑟] 𝑆𝑏 [𝑀𝑉 𝐴]

𝐿𝑖𝑛𝑒(10−32) 0, 0000 0, 0200 0 100
𝐿𝑖𝑛𝑒(26−29) 0, 0057 0, 0625 102, 9 100
𝐿𝑖𝑛𝑒(26−28) 0, 0043 0, 0474 78, 02 100
𝐿𝑖𝑛𝑒(26−27) 0, 0014 0, 0147 23, 96 100
𝐿𝑖𝑛𝑒(17−27) 0, 0013 0, 0173 32, 16 100
𝐿𝑖𝑛𝑒(16−17) 0, 0007 0, 0089 13, 42 100
𝐿𝑖𝑛𝑒(16−19) 0, 0016 0, 0195 30, 40 100
𝐿𝑖𝑛𝑒(19−20) 0, 0007 0, 0138 0 100
𝐿𝑖𝑛𝑒(20−34) 0, 0009 0, 0180 0 100
𝐿𝑖𝑛𝑒(28−29) 0, 0014 0, 0151 24, 90 100
𝐿𝑖𝑛𝑒(29−38) 0, 0008 0, 0156 0 100
𝐿𝑖𝑛𝑒(16−21) 0, 0008 0, 0135 25, 48 100
𝐿𝑖𝑛𝑒(16−24) 0, 0003 0, 0059 6, 80 100
𝐿𝑖𝑛𝑒(23−24) 0, 0022 0, 0350 36, 10 100
𝐿𝑖𝑛𝑒(19−33) 0, 0007 0, 0142 0 100
𝐿𝑖𝑛𝑒(23−36) 0, 0005 0, 0270 0 100
𝐿𝑖𝑛𝑒(21−22) 0, 0008 0, 0140 25, 65 100
𝐿𝑖𝑛𝑒(22−23) 0, 0006 0, 0096 18, 46 100
𝐿𝑖𝑛𝑒(22−35) 0, 0000 0, 0143 0 100

End of table

Table 14 – Machine Data for IEEE - 39 Bus System

Element 𝑅𝑎 [p.u] 𝑋
′
𝑑 [p.u] H [MJ/MVA] 𝐷𝑚[p.u] 𝑆𝑏[MVA]

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 1 0 0, 3 42 0, 05 300
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 2 0 0, 3 30, 3 0, 05 600
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 3 0 0, 3 35, 8 0, 05 700
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 4 0 0, 3 28, 6 0, 05 700
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 5 0 0, 3 26 0, 05 550
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 6 0 0, 3 34, 8 0, 05 700
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 7 0 0, 3 26, 4 0, 05 600
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 8 0 0, 3 24, 3 0, 05 600
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 9 0 0, 3 34, 5 0, 05 1000
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 − 10 0 0, 3 500 0, 05 1000
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Table 15 – Operative Conditions for IEEE - 39 Bus System

Element Bus ♯ 𝑃𝐺 [MW] 𝑉𝑡 [p.u] 𝑃𝐿 [MW] 𝑄𝐿 [MVar]

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(1) 30 250 1, 027 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(2) 31 − 0, 982 9, 2 4, 6
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(3) 32 650 0, 983 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(4) 33 632 0, 997 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(5) 34 508 1, 012 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(6) 35 560 1, 033 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(7) 36 650 1, 029 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(8) 37 540 1, 027 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(9) 38 830 1, 026 − −
𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟(10) 39 1000 1, 020 1104 250

𝐿𝑜𝑎𝑑 (1) 25 − − 224 47, 2
𝐿𝑜𝑎𝑑 (2) 27 − − 281 75, 5
𝐿𝑜𝑎𝑑 (3) 39 − − 1104 250
𝐿𝑜𝑎𝑑 (4) 28 − − 206 27, 6
𝐿𝑜𝑎𝑑 (5) 29 − − 283, 5 26, 9
𝐿𝑜𝑎𝑑 (6) 26 − − 139 17
𝐿𝑜𝑎𝑑 (7) 3 − − 322 2, 4
𝐿𝑜𝑎𝑑 (8) 18 − − 158 30
𝐿𝑜𝑎𝑑 (9) 16 − − 329, 4 32, 3
𝐿𝑜𝑎𝑑 (10) 21 − − 274 115
𝐿𝑜𝑎𝑑 (11) 4 − − 500 184
𝐿𝑜𝑎𝑑 (12) 24 − − 308, 6 −92
𝐿𝑜𝑎𝑑 (13) 23 − − 247, 5 84, 6
𝐿𝑜𝑎𝑑 (14) 12 − − 7, 5 88
𝐿𝑜𝑎𝑑 (15) 7 − − 233, 8 84
𝐿𝑜𝑎𝑑 (16) 8 − − 522 176
𝐿𝑜𝑎𝑑 (17) 31 − − 9, 2 4, 6
𝐿𝑜𝑎𝑑 (18) 20 − − 628 103
𝐿𝑜𝑎𝑑 (19) 15 − − 320 153
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APPENDIX C – Integration Methods with
Fixed Step

𝐷.1 Runge-Kutta (ODE4)

In numerical analysis, the Runge–Kutta methods were developed around 1900 by
the German mathematicians Carl Runge and Wilhelm Kutta. And the most used RK
method is the fourth order method and it has the expression (C.1) [16],

𝑦𝑖 = 𝑦𝑖−1 + 1
6 [𝑘1 + 2 𝑘2 + 2 𝑘3 + 𝑘4] , (C.1)

where,

𝑘1 = ℎ 𝑓(𝑥𝑖−1, 𝑦𝑖−1) (C.2)

𝑘2 = ℎ 𝑓(𝑥𝑖−1 + ℎ/2, 𝑦𝑖−1 + 𝑘1/2) (C.3)

𝑘3 = ℎ 𝑓(𝑥𝑖−1 + ℎ/2, 𝑦𝑖−1 + 𝑘2/2) (C.4)

𝑘4 = ℎ 𝑓(𝑥𝑖−1 + ℎ, 𝑦𝑖−1 + 𝑘3) (C.5)

For 𝑖 = 1, 2, ..., 𝑛 iterations.
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APPENDIX D – Integration Methods with
Variable Step

𝐶.1 Dormand-Prince (ODE45)

In numerical analysis, the Dormand–Prince method, is a method for solving ordi-
nary differential equations (ODE). The method is a member of the Runge–Kutta family of
ODE solvers. More specifically, it uses six function evaluations to calculate the fourth and
fifth order solutions. The difference between these solutions is then taken to be the error
of the fourth-order solution. This error estimate is very convenient for adaptive stepsize
integration algorithms [16, 36].

𝑥𝑘+1 = 𝑥𝑘 + ℎ
𝑚∑︁

𝑖=1
𝛾𝑖 𝑘𝑖, (D.1)

where,

𝑘𝑖 = 𝑓

⎛⎝𝑡𝑘 + 𝑎𝑖 ℎ, 𝑥𝑘 + ℎ
𝑖−1∑︁
𝑗=1

𝛽𝑗 𝑘𝑗

⎞⎠ , (D.2)

beeing 𝑖 = 1, 2, 3..., 𝑚.

Also, the coeficients of 𝛽𝑗, 𝑎𝑖 and 𝛾𝑖 are given by Butcher matrix on first, second
and third quadrant, respectively,

0
1/5 1/5
3/10 3/40 9/40
4/5 44/45 −56/15 32/9
8/9 19372/6561 −25360/2187 64448/6561 −212/729
1 9017/3168 −355/33 46732/5247 49/176 −5103/18656
1 35/384 0 500/1113 125/192 −2187/6784 11/84

5179/57600 0 7571/16695 393/640 −92097/339200 187/2100 1/40
35/384 0 500/1113 125/192 −2187/6784 11/84 0

Table 16 – Blutcher Matrix for Dormand-Prince Coefficients

Therefore, the Dormand–Prince method has seven stages, but it uses only six
function evaluations per step because it has the "First Same As Last" property: the last
stage is evaluated at the same point as the first stage of the next step. Dormand and
Prince chose the coefficients of their method to minimize the error of the fifth-order
solution. This method is more suitable when the higher-order solution is used to continue
the integration, a practice known as local extrapolation.
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Dormand–Prince is the default method in the ODE45 solver for MATLAB and is
the default choice for the SIMULINK solver [36, 37].

𝐶.2 Trapezoidal (ODE23t)

This method allows to calculate the approximate integral of 𝑓(𝑥), i.e., ODE func-
tion, through the sums of trapezium areas defined by the representation of points of an
ODE in a cartesian plane. The Figure 43 shows this idea,

𝑥 𝑎 = 𝑥0 𝑥1 𝑥2 𝑏 = 𝑥3
𝑓(𝑥) 𝑓(𝑥0) 𝑓(𝑥1) 𝑓(𝑥2) 𝑓(𝑥3)

Table 17 – Points of f(x)

Figure 43 – Function f(x)

Note that,

𝑇1 = 𝑓(𝑥0) + 𝑓(𝑥1)
2 ℎ, (D.3)

𝑇2 = 𝑓(𝑥1) + 𝑓(𝑥2)
2 ℎ, (D.4)

𝑇3 = 𝑓(𝑥2) + 𝑓(𝑥3)
2 ℎ. (D.5)

Thus, if 3 trapezoids are used, it results the following approximation:
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𝐼 =
∫︁ 𝑏

𝑎
𝑓(𝑥) 𝑑𝑥 ≈ 𝑇 = 𝑇1 + 𝑇2 + 𝑇3, (D.6)

Generalizing for 𝑛 trapezoids,

𝑇 =
[︃
𝑓(𝑥0) + 2

𝑛−1∑︁
𝑖=1

𝑓(𝑥𝑖) + 𝑓(𝑥𝑛)
]︃

ℎ

2 . (D.7)

Observing that SIMULINK uses this method with an applied modification.

𝐶.3 Adams (ODE113)

The Adams’s method for the numerical solution of ODE is also known as the linear
multistep method. Conceptually, a numerical method starts from an initial point and then
takes a short step forward in time to find the next solution point. The process continues
with subsequent steps to map out the solution. Knowing that multistep methods attempt
to gain efficiency by keeping and using the information from previous steps rather than
discarding it. Besides it, this method makes a linear combination of the previous points
and uses derivative values [16, 37].

Thus, the initial values are,

𝑦
′ = 𝑓(𝑡, 𝑦), (D.8)

𝑦(𝑡0) = 𝑦0. (D.9)

The results are approximations for the value of 𝑦(𝑡) at discrete times 𝑡𝑖:

𝑦𝑖 ≈ 𝑦𝑡𝑖
, (D.10)

Where,

𝑡𝑖 = 𝑡0 + 𝑖 ℎ. (D.11)

Where ℎ is the time step, but sometimes referred to as Δ𝑡 and 𝑖 is an integer.

This multistep method use information from the previous 𝑠 steps to calculate the
next value. In particular, the linear multistep method uses a linear combination of 𝑦𝑖 and
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𝑓(𝑡𝑖, 𝑦𝑖) to calculate the value of 𝑦 for the desired current step. Thus, the linear multistep
method is of the form:

𝑠∑︁
𝑗=0

𝑎𝑗 𝑦𝑛+𝑗 = ℎ
𝑠∑︁

𝑗=0
𝛽𝑗 𝑓(𝑡𝑛+𝑗, 𝑦𝑛+𝑗). (D.12)

Where 𝑎𝑖 and 𝛽𝑗 are the method coeficients. The coeficients should be chosen by
the designer, balancing the need to get a good approximation to the true solution. Often,
many coeficients are equal to zero to simplify the method.
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APPENDIX E – Kron Reduction Matrix

The Kron reduction matrix, was named by the american electrical engineer, Gabriel
Kron. And it is a method used to reduce or eliminate the desired node without need of
repeating the steps like in Gaussian elimination.

The equation for Kron reduction is (E.1),

𝑌
𝑟𝑒𝑑

𝐺𝐺 = 𝑌𝐺𝐺 − 𝑌𝐺𝑃 .𝑌 −1
𝑃 𝑃 .𝑌𝑃 𝐺 (E.1)

Where P and G is the number of system bus and the number of power generator,
respectively;

Considering the system admittance matrix,

𝑌 =

⎡⎢⎢⎢⎣
𝑎11 𝑎12 . . .
... . . .

𝑎𝑃 1 𝑎𝑃 𝑃

⎤⎥⎥⎥⎦ (E.2)

The objective of the Kron reduction is becoming any system admittance matrix,
a 𝐺𝑥𝐺 matrix,

𝑌
𝑟𝑒𝑑 =

⎡⎢⎢⎢⎣
𝑎11 𝑎12 . . .
... . . .

𝑎𝐺1 𝑎𝐺𝐺

⎤⎥⎥⎥⎦ (E.3)

Observing that there are three reduced matrices in dynamic systems. One before
fault, 𝑌

𝑟𝑒𝑑
𝑏𝑓 . The second one, during fault, 𝑌

𝑟𝑒𝑑
𝑑𝑓 . For last, the one after fault, 𝑌

𝑟𝑒𝑑
𝑎𝑓 . The

admittance matrix during fault is the same as the one before fault, however, it has the
elements of the fault bus eliminated. And the admittance matrix after fault is the same
as the one before fault, but its elements of the eliminated line are removed.
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