
 

 
 
 
 

FEDERAL UNIVERSITY OF ITAJUBA 
GRADUATE PROGRAM  

IN ELECTRICAL ENGINEERING 
 
 
 
 
 
 
 
 
 
 
 

OPERATION AND RESTORATION OF BULK POWER 
SYSTEMS USING DISTRIBUTED ENERGY RESOURCES AND 

MULTI-MICROGRIDS  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Maíra Ribas Monteiro 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Itajubá,  
July 2021



 

ii 
 

 
 
 
 
 
 

FEDERAL UNIVERSITY OF ITAJUBA 
GRADUATE PROGRAM  

IN ELECTRICAL ENGINEERING 
 
 
 
 
 
 
 

Maíra Ribas Monteiro 
 
 
 
 
 
 
 
 

Operation and Restoration of Bulk Power Systems Using Distributed 
Energy Resources and Multi-Microgrids 

 
 
 
 
 
 
 
 

Thesis submitted to the Graduate Program in 
Electrical Engineering in partial fulfillment of the 
requirements for the degree of Doctor of 
Philosophy. 

 
 
 
 

Specialization: Electrical Power Systems 
 
 
 

Supervisor: Dr. Antonio Carlos Zambroni de Souza 
 

 
 

 

 
 
 
 
 

July 2021 
Itajubá – MG 



 

iv 
 

 
FEDERAL UNIVERSITY OF ITAJUBA 

GRADUATE PROGRAM  
IN ELECTRICAL ENGINEERING 

 
 
 
 
 
 

Maíra Ribas Monteiro 
 
 
 
 
 
 
 
Operation and Restoration of Bulk Power Systems Using Distributed Energy 

Resources and Multi-Microgrids 
 
 
 
 
 
 

The following individuals certify that they have read and 
recommended this thesis to the Graduate Program in 
Electrical Engineering for acceptance, in partial fulfillment of 
the requirements of the degree of Doctor of Philosophy. 

 
 
 

Committee members: 

 

Dr. Antonio Carlos Zambroni de Souza, ISEE, UNIFEI 
Supervisor 

Dr. Benedito Donizeti Bonatto, ISEE, UNIFEI 

Supervisory Committee Member 

Dr. Eliane Valença Nascimento de Lorenci, ISEE, UNIFEI 

Supervisory Committee Member 

Dr. João Guilherme Carvalho Costa, ISEE, UNIFEI 

Supervisory Committee Member 

Dr. Ahda Pionkoski Grilo Pavani, CECS, UFABC 

External Examiner 

Dr. Walmir de Freitas Filho, DSE, UNICAMP 

External Examiner 

 

Itajubá 

2021 



 
 

v 
 

Dedication 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

gÉ Åç ÑtÜxÇàá? 

`tÜ|t \Ç£á tÇw _â|é VtÜÄÉáA 
 



 
 

vi 
 

Acknowledgments 
 

First, I would like to thank God for His guidance and blessing in developing this work 

and my professional and personal growth in face of different challenges. I humbly ask for 

wisdom to continue my journey.  

I would like to express my special gratitude to my supervisor, Dr. Antonio Carlos 

Zambroni de Souza, for his continued guidance, support, and encouragement to take the next 

step at different stages throughout my Ph.D. development at UNIFEI and The University of 

British Columbia (UBC). My gratitude is also extended to Dr. Liwei Wang and Dr. Morad 

Abdelaziz for their support during my stay at UBC.  In addition, I would like to thank my Ph.D. 

committee members, Dr.  Benedito D. Bonatto, Dr. Eliane V. N. de Lorenci, Dr. João Guilherme 

C. Costa, Dr. Ahda P. G. Pavani and Dr. Walmir de Freitas Filho, for accepting to referee this 

thesis. 

I would like to deeply thank my parents, Mr. Luiz Carlos Monteiro and Mrs. Maria Inês 

O. R. Monteiro, who always worked without measuring efforts to bring me where I am, and for 

being my foundation and providing unconditional support and love, even if it was required to 

be far away for a long time. To my sister and brother, Dr. Juliana R. Monteiro and M.Sc. Luiz 

Fernando R. Monteiro, who always encouraged me to move forward to achieve my goals and I 

am so proud to have you in my life. 

Also, I would like to thank my husband, future Dr. Yuri R. Rodrigues, for his endless 

support, love, encouragement and for being by my side. You are so important to me, and I am 

so grateful to be able to share my experiences and life with you. Still, I wish to thank my family, 

friends and everyone involved in this period of my life.  

Finally, I would like to acknowledge the funding support from the Research Supporting 

Foundation of Minas Gerais State (FAPEMIG), Brazilian National Council for Scientific and 

Technological Development (CNPq), Brazilian Federal Agency for Support and Evaluation of 

Graduate Education (CAPES), National Institute of Science and Technology in Electrical 

Engineering (INERGE) and UNIFEI. 

 

 

 

 

 



 
 

vii 
 

Abstract 
 

The fast-paced and meaningful penetration of distributed energy resources (DERs), such 

as variable renewable energy sources (RESs), concurrently with the widespread occurrence of 

natural disasters and man-made threats, has raised several challenges for the modern bulk power 

systems (BPSs) status quo. Although the DERs are demanding new solutions to ensure adequate 

stability and security levels, these resources enable significant opportunities to improve 

multiple BPS perspectives. In this view, seeking to capitalize on these novel features, while 

aware of the significant changes to BPS outlook, this thesis is focused on developing new 

methods able to capitalize on modern monitoring infrastructures, DERs and control areas 

opportunities toward the improvement of BPS operation, stability and restoration processes.  

Specifically, the thesis focuses on: 1) First, a novel method for the improvement of the 

static security region (SSR) is proposed based on a new network partitioning algorithm. The 

proposed algorithm focuses on modern BPS with high penetration of variable RES generation. 

It divides the BPS into coherence areas according to its criticality mapping, and consequently, 

areas are adaptively associated with SSRs generators groups. To this end, each bus is assigned 

a criticality index from the potential energy function, whereas this calculation is based on the 

data of the wide-area measurement system (WAMS) using phasor measurement unit (PMU); 

2) Second, a novel area-based sensitivity index for voltage stability support is proposed, 

exploring both the network-wide sensitivity and the local characteristics of voltage collapse. 

The developed index focuses on the determination of the most effective buses for voltage 

support and their respective capability of increasing the system’s load margin. For this, a novel 

area-based outlook is developed taking advantage of the new possibilities enabled by BPS 

distributed controllable resources, such as flexible resources (FRs); 3) Third, a novel restoration 

strategy for interconnected transmission (TS) and distribution (DS) systems is proposed. The 

developed method capitalizes on multi-microgrids (MMGs) control areas to significantly 

improve the harnessing of frequency reserves available at the DS level to enhance the overall 

BPS restoration. For this, the proposed method coordinates the sharing of primary frequency 

(PFR) and secondary frequency (SFR) reserves between microgrids (MGs) and TS. 

 

 

Keywords: Bulk power system, distributed energy resources, network partitioning, static 

security region, voltage stability, load restoration, multi-microgrids  
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Chapter 1: Introduction 
 

1.1 Context  
 

In Chapter 1, the motivation of this research work to develop new solutions for the 

operation, stability and restoration of modern bulk power systems (BPS) is presented. 

Thereafter, background information and literature survey are presented to contextualize the 

research tasks. Finally, the research objectives and the thesis layout are defined.  

 

1.2  Motivation  
 

Growing concerns about climate changes and electricity demand have motivated 

modern BPS to move towards a significant increase in distributed energy resources (DERs) 

penetration. These resources can accelerate and provide significant and needed improvements 

to the operation and planning of BPS. Although these resources have meaningfully advanced 

support services, their integration presents challenges that compromise multiple BPS technical 

outlooks, including stability, operation, and restoration capacities. In addition, large-scale 

renewable energy sources (RESs) are already being deployed as an efficient pathway to reduce 

current greenhouse gas emissions, however, these sources are variable and intermittent, and 

consequently, they impact the voltage and frequency performance of BPS. 

As the BPS operation undergoes several operational scenarios that present different 

penetration levels of RES generation, the intermittence of these sources significantly influences 

the coherence areas, i.e., parcels of the system that possess a similar behavior. As a result, 

changes in the set of buses comprised in each coherence area must be considered. 

Simultaneously, the generator groups for the traditional construction of static security regions 

(SSRs) are kept fixed throughout the system operation. In this perspective, control actions can 

become ineffective or even lead to undesirable consequences, e.g., voltage collapse [1], with 

the consideration of invariable generator groups. Consequently, the SSRs' inability to track the 

changes of coherence areas drives to a significant narrowing in the system’s security, reducing 

the operator’s ability to maneuver the system and maintain its stability margin. This 

characteristic increases the system's susceptibility to instability in case of unexpected events. 
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To cope with this perspective, advances in BPS monitoring can provide a precise perspective 

of the system operating conditions. 

Additionally, ensuring a safe voltage stability margin is a critical aspect of BPS 

reliability [2]. Traditionally, the required voltage stability margins had been achieved using 

VAR compensating devices, e.g., static VAR compensators (SVC) [3]. These components are 

typically allocated at the network’s most critical buses as identified by system-wide sensitivity 

analysis [4]. However, this can lead to overcompensation in specific system regions as the 

identified critical buses tend to be close to each other [4]. Moreover, as BPSs move towards an 

increased penetration of RESs, these approaches may no longer be efficient, since the variable 

and uncertain generation of such sources can significantly affect the system static stability 

margins [3],[5] and can continuously move the starting point of voltage collapse across different 

regions of the system. On another avenue, recent developments in monitoring and control have 

been leading to a pronounced improvement in power system flexible resources (FRs) capacity 

[6], including the use of energy storage systems (ESS), distributed generation (DG), electric 

vehicles (EVs) and demand response (DR) to provide load flexibility. 

Further, the increasing participation of variable RES in association with the continuous 

retirement of conventional generating units is significantly reducing the availability of 

frequency regulating reserves [7]-[8]. This perspective consequently compromises the BPS 

restoration process efficiency/speed to ensure adequate stability margins. A perspective that 

becomes even more critical given the increasing severity and regularity of extreme events, such 

as natural disasters and man-made threats, e.g., hurricanes, wildfires, long-term weather 

changes, and cyber-physical attacks [9]-[10]. In contrast, the meaningful penetration of 

controllable DERs provides new opportunities to harness supplemental frequency reserve 

toward the support of BPS operation and restoration [11]. This perspective is significantly 

improved through the establishment of microgrids (MGs).  

MGs are made up of several DERs that can be divided into two main categories, 

respectively, DGs, e.g., wind and solar generation, and FRs, such as controllable loads, EVs, 

and ESSs. These systems can operate in grid-connected mode, sharing their local generation 

power with BPS, or islanded mode, if disturbances in BPS are identified, thus meaningfully 

improving the resilience of local BPSs to large area disturbances [12]. Extending this concept, 

a higher level of a control structure can be obtained using the perspective of multi-microgrids 

(MMGs) [13]. Through the definition of control regions composed of several MGs and DGs 

connected to adjacent feeders, it is possible to obtain a larger interconnected region that can 
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significantly increase the reliability of local BPSs in face of the flexibility that this extended 

control structure provides [13]-[15].  

Overall, this thesis seeks to overcome current issues that limit the full performance of 

modern BPS with high penetration of DERs. To this end, this thesis is focused on evaluating 

and harnessing new opportunities enabled by modern BPS, including advanced monitoring, 

DERs and MGs. Its contributions include three distinct yet correlated perspectives that can 

meaningfully improve the operation, stability and restoration of modern BPS in face of the 

increasing integration of DERs. 

 

1.3  Background 
 

In this section, the background information is focused on DERs and control areas, 

including, network partitioning, MGs and MMGs. 

 

1.3.1 Distributed Energy Resources 

 

DERs are defined are composed of distributed generation, energy storage, and/or 

controllable loads connected to DS. These resources allow the development of effective 

solutions capable of significantly increasing the flexibility of BPS. Along with the advent of 

BPS modernization, the increasing penetration of DERs has motivated the transition from 

traditional DS towards active DS (ADS) and MG, as represented in Figure 1.1.  

However, the integration of these resources in modern BPS presents meaningful 

challenges to ensure efficient BPS operation, stability, and restoration processes, including 

aspects such as unpredictable power, low inertia, demand forecast error, frequency, and voltage 

instability. Yet, regardless of these challenges, DERs are considered worldwide as an important 

part of BPS modernization toward clean energy supply and reliability services [16]. To ensure 

that the benefits of DER can be fully realized, an adequate definition of control areas is 

fundamental.  
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Figure 1.1: Modern bulk power system 

 

1.3.2 Control Areas 

 

In this section, the control areas perspectives are presented, including, network 

partitioning, MGs and MMGs.  

 

1.3.2.1 Network Partitioning  

 

Network partitioning is an important feature for BPS operation, planning, and control. 

It allows for the BPS division into coherence areas, which facilitates the development of several 

applications, e.g., system restoration [17], voltage control [18]-[20] and situational awareness 

[21]. However, different applications may require different network partitioning strategies to 

achieve the expected goals, i.e., not all partitioning is similarly good for every application [22]. 

A literature review to contextualize network partitioning methods is presented in the next 

section. 
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Figure 1.2: Network partitioning 

 

1.3.2.2  Microgrids 

 

A microgrid is a group of interconnected DERs and loads [23]-[24], and their topologies 

can be typically classified according to their communication network [25], as illustrated in 

Figure 1.3. The classification is divided into: 1) The first one refers to centralized control, i.e., 

there is a centralized controller able to collect all necessary parameters from MG elements, such 

as DERs; 2) The second refers to distributed control, in which a MG is partitioned into multiple 

areas, where each area collects its parameters and exchanges information with adjacent ones; 

3) The third represents decentralized control, i.e., local control systems of each DER unit, e.g. 

droop controllers.  
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(a) (b) 

 

(c) 

Figure 1.3: MGs topology: (a) Centralized control, (b) distributed control, (c) decentralized control 

 

1.3.2.3 Multi-microgrids 

 

Multi-microgrids are emerging as one of the best solutions to improve the potential of 

harnessing DERs. These control areas refer to two or several MGs interconnected with the 

ability to share power among MGs and/or distribution systems (DSs) at the point of common 

coupling (PCC). Interconnected MGs can operate in either islanded or grid-connected mode 

and possible interconnections depend on the geographical location of the MGs and DS feeders. 

There are three types of common topologies, including serial or parallel MGs on a single 

distribution feeder and MMGs on multiple distribution feeders, e.g., Figure 1.4. 
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Recently, developments in monitoring and control have led to a pronounced 

improvement in the integration of MMGs at the DS. In this sense, the recent literature has 

proposed methods taking advantage of MMGs to tackle the challenging perspectives involved 

in the modern BPS [26]. Effective resources sharing and coordination of MGs operation can 

enable improvement of stability [27], reliability, and resilience [28] of BPS. The efficient 

levering of RES power is performed in [29]. MMGs can also support critical loads [13] and 

conventional generation units by the black-start units [30] during the restoration process in 

extreme conditions. MMG control areas allow the MGs to satisfy their power demand. The 

surplus power generation from a MG can supply the deficit of nearby MGs, DS, or store for 

future use, while either MGs or DS can also supply the deficit.    

 

 
Figure 1.4: Multi-microgrid 

 

1.4 Literature Review 
 

In this section, the literature review focuses on network partitioning, voltage stability, 

and restoration of BPS to contextualize the proposed research tasks with the state-of-art.  
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1.4.1 BPS Network Partitioning 

 

Several approaches have been proposed in the literature. In [31], methods based on 

network partitioning, as of right eigenvector and tangent vector, are used to speed up the 

computation of voltage collapse points. The grid partitioning for parallel power system 

restoration is employed in [17]. In [18] a partitioning strategy for volt/VAR control is performed 

by spectral graph clustering.  Secondary voltage control-driven approaches are proposed in [19], 

based on a graph partitioning method, and [20] uses two decomposition methods considering 

the network electrical distances. The concept of the voltage control areas (VCAs) is employed 

in [21] using unsupervised (k-means) and supervised (support vector machines) learning 

techniques for the identification of voltage stability weak areas. A hybrid method combining 

conventional and evolutionary graphs seeking to optimize a multi-attribute objective function 

is presented in [22]. In [32] a novel Laplacian spectrum-based approach to directly solve 

partitioning problems considering the context of smart grids is proposed. A partitioning method 

using the Koopman mode analysis (KMA) is depicted in [33]. Further, network partitioning 

methods seeking the adequate placement of phasor measurement units (PMU) for dynamic 

vulnerability assessment are depicted in [34]-[35]. Still, there is a gap in network partitioning 

methods that employ the new situation awareness provided by wide-area measurement system 

(WAMS) using PMUs to track power systems coherence areas variation. Moreover, there is 

still a need for a method to adaptively determine the generator groups for the improvement of 

SSRs for BPS with large penetration of RESs. 

 

1.4.2 BPS Security Regions  

 

The increasing participation of RESs presents significant challenges in ensuring BPS 

operation within the adequate security and reliability standards, especially due to their 

intermittence. These sources can meaningfully impact SSR definition [36]-[37], i.e., in a multi-

dimensional space mapping of the operating points that ensure the system operates within 

technical limits, such as under- and over-voltage, thermal, and maximum active power 

generation [38]-[39]. Due to its major importance, several techniques have been investigated in 

the literature to improve BPS static security. An algorithm to construct inner approximations of 

static security is developed in [36]. The maximal static security region is proposed in [40]-[41]. 

A new stochastic optimal power flow considering the static security constraints is presented in 
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[42]. In [43] the distance to the boundaries of the security region is used for its construction. 

Further, the evaluation of the SSR for multiple contingencies is performed in [44] by employing 

a multiway decision tree. Although important developments are presented in the literature to 

improve the SSR, there is still a need for techniques able to address BPSs with high penetration 

of RESs. 

The initial step in constructing the SSR is clustering the system generators into 

coherence groups that are operated/dispatched similarly. Traditionally, these groups have been 

defined based on their geographical location and kept fixed throughout the system operation. 

However, with the increasing participation of variable RESs, the use of pre-determined 

generator groups for SSRs may no longer be a viable approach.  

 

1.4.3 BPS Voltage Stability 

 

Voltage stability has been continuously under investigation within the power system 

industry and academic community given the magnitude of its consequences and direct 

association to major blackout events worldwide [3]. Several research works have been 

dedicated to the assessment of BPS voltage stability, including seminal works as continuation 

power flow methods associated with P-V curve analysis [45], L-index [46], singular value of 

the load flow Jacobian [47], tangent vector [31] and voltage collapse proximity indicator 

(VCPI) [48]. In addition, new indexes are recently proposed considering the novel BPS 

perspectives. The work developed in [49] presents a new voltage stability index based on power 

flow divergence and decay of voltage magnitude. The study in [50] proposes a new P-index 

able to indicate the steady-state distance to voltage collapse, as well as dynamic voltage 

stability. Next, submodular optimization is explored as a tool to prevent voltage instability in 

[51], whilst ref. [52] seeks to mitigate the risk of voltage stability taking advantage of the 

increased observability provided by PMUs. 

Based on these works, several methods have been proposed seeking the improvement 

of BPS’ voltage stability margins through the insertion of compensation devices. In [53], a 

strategy based on the bifurcation method is used to determine the optimal location, control, and 

appropriate sizes of SVCs and thyristor-controlled series compensation (TCSC) to avoid 

voltage collapse. The work in [4] uses the system-wide voltage stability perspective provided 

by the tangent vector to determine the most critical locations for reactive power compensation. 

Heuristic solutions based on the genetic algorithm are explored by [54] and [55] considering 
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transmission lines loadability constraint and the L-index as optimization criteria. These works 

seek to determine the locations and capacities for installing flexible AC transmission systems 

(FACTS), and superconducting magnetic energy storage (SMES). Multi-objective 

programming approaches for static and dynamic (short-term) voltage stability improvement are 

developed in [3],[56]. These approaches employ VCPI for quantifying the system voltage 

stability seeking the adequate placement of static synchronous compensators (STATCOMs) 

and multi-stage planning for aged SVC equipment retirement.  

More recently, new opportunities due to BPS expansion/modernization have been 

drawing significant attention and motivated important novel studies proposed in the literature. 

These works take advantage of the significant penetration of RESs and expansion of high-

voltage, direct current (HVDC) systems to improve BPSs voltage stability margin without the 

requirement of new compensators installation. In [57], the reactive power produced by grid-

connected variable-speed wind generators is used to enhance the steady-state voltage stability 

margin. A new perspective considering both active and reactive power injections of 

photovoltaic systems is proposed in [58] to provide dynamic voltage support to short-term 

voltage stability.  Additional control actions are developed in [59] to utilize VSC-HVDC for 

global enhancement of steady-state voltage stability. Although, interesting and with meaningful 

results, the above-mentioned methods somewhat detract from the original design of these 

systems and may not be of great appreciation in actual operative reality. Consequently, their 

applicability is limited, as many operators would prefer to run these units at unity power factor, 

given that active power production is the one typically rewarded [60]. 

These possible limitations are avoidable using power system FRs’ capacity [6]. These 

resources can have their operation adapted to better accommodate power system requirements 

without compromising their core values design. Moreover, differently from the above-

mentioned applications that may have their actions limited by the requirements of the actual 

site at which the equipment is installed. FRs are widespread in the network, allowing for their 

use at the most effective locations to support various power system operation and planning 

requirements [61]-[66]. In [61] a new assessment of probabilistic flexibility is used to avoid 

RES power curtailment. Reference [62] presents the application of different emerging FRs as 

sources of scheduled energy reserve in the electricity market. Further, a new power system 

expansion planning approach is proposed in [63] considering the participation of FRs aimed at 

the reduction of new assets acquisition. 

Moreover, FRs are especially important to voltage stability support as modern BPS 
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move toward large integration of variable RESs, which can lead to significant reductions in the 

system voltage stability margin and variations in the critical location responsible for driving the 

system to voltage collapse. In [64], curtailable loads are considered as active market participants 

in heavily loaded systems seeking to ensure voltage stability. The work developed in [65] 

proposes the application of DR to support voltage control actions while considering the system 

voltage stability preservation. Next, the work proposed in [66] expands the perspective 

presented in [65], featuring optimal voltage regulation with DR participation for both primary 

and secondary control levels. Still, the current state-of-art falls short in the proposal of a method 

able to take advantage of these distributed controllable resources to ensure secure voltage 

stability margins.  

 

1.4.4 BPS Restoration 

 

Effectively leveraging DERs is fundamental to ensure the modern BPS's ability to 

handle the new operational perspective in face of the increased numbers of disruptive events. 

To cope with this new perspective, the literature has proposed several approaches to capitalize 

on these novel resources at the DS level to improve the BPS restoration. In [67], a new DS 

restoration framework is proposed leveraging on the operational conditions enabled by active 

DSs. Efforts focused on enhancing critical loads restoration time are addressed in [68]-[69]. 

Taking advantage of experts’ knowledge, rule-based approaches are developed to ensure 

coherent system restorations, as described in [70]-[71].  These perspectives are expanded in 

[13],[72]-[73], proposing adaptive MMGs formation. In [72], a sequential load restoration 

strategy is proposed to coordinate DERs and switches toward MMGs formation. In [13], 

adaptive MMGs formation is performed for critical services while ensuring the system dynamic 

performance. On the other hand, authors in [73] tackle the DS restoration problem into MMGs 

under demand-side management. Next, the load restoration problem is explored considering 

networked MGs and frequency regulation capability in DSs [74]. Still, the independent 

consideration of the TS-DS restoration solutions, i.e., neglecting their mutual impacts, can lead 

to an impeded BPS restoration under both technical feasibility and speed of the procedure [75].  

In this perspective, multiple approaches have been developed in the literature seeking 

to address TS-DS mutual impacts and capitalize on local DS resources. In [76], a centralized 

coordinated load restoration is proposed using dynamic constraints. This perspective presents 

meaningful improvements for TS-DS restoration solution feasibility. However, it can be 
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impractical due to the data processing burden and unavailability of complete system data from 

DSs [78]. To overcome these issues, decentralized TS-DS coordinated solutions are developed 

in [77]-[81]. In [77], a distributed load restoration is proposed for an unbalanced active DS 

considering TS as an infinite generation bus. This solution can significantly reduce the heavy 

data processing burden of TS-DS integrated optimization since independent decomposed 

subsystems execute their coordination. Next, the works in [78]-[79] present decentralized 

restoration schemes to integrate TS-DS, based on the alternating direction method of multipliers 

(ADMM) and analytical target cascading (ATC) method. These works can perform TS-DS 

coordination by iterative sharing information between their boundary buses. In [80], additional 

considerations on RESs are depicted using a coordination strategy to reconnect paralleled 

restored subsystems during the last stage of the build-up procedure. In contrast, a coordinated 

black-start scheme is proposed in [81] for global TS-DS. Still, although available solutions 

provide meaningful improvements to the BPS overall restoration, they have consistently 

disregarded local DER’s capacity coordination to support the BPS restoration process under 

frequency reserves perspective. In this sense, primary frequency reserve (PFR) and secondary 

frequency reserve (SFR) must be considered to perform appropriate load pick-up amount in 

each time step.  

 

1.4.4.1 Brazilian Interconnected Power System Restoration 

 

The restoration process of the Brazilian Interconnected Power System (BIPS) due to the 

occurrence of blackouts follows predefined steps and the procedures are the responsibility of 

the Brazilian Independent System Operator (ONS). This process is divided into fluent and 

coordinated phases [82]-[83]. In the fluent phase, the black-start units form small decentralized 

geoelectric islands and the priority loads are re-established by the actions of facilities operators. 

Then, the “corridors” are formed, and isolated systems are interconnected in the coordinated 

phase. 

The developments of restoration studies require steady-state, electromechanical 

stability, and electromagnetic transient analyses, as described by ONS network procedures in 

[83]-[84]. The frequency and voltage limits during the two phases of the restoration process are 

given in Table 1.1, whose percentage values are conditioned to the characteristics of the 

equipment and transmission lines [83]. 
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Table 1.1: Voltage and frequency limits  

 Fluent phase Coordinated phase 

Frequency 58 – 62 Hz 59 – 61 Hz 

Voltage1 0.90 – 1.10 p.u. 0.90 – 1.10 p.u. 
 

1Except for 765kV-South/Southeast interconnection and 525kV-South region where the upper limits are 

respectively 4.5% and 5.0%. In addition, nominal voltages less than or equal to 230KV, the upper limits are 5.0% 

in the coordinated phase and 10.0% in the fluent phase [83]. 

 

1.5  Research Objectives  
 

The ultimate goal of this thesis is focused on developing new solutions and analyses 

enabled by DERs and MGs to improve BPS operation, stability, and restoration in face of the 

increasing penetration of RES. In this perspective, motivated by these new opportunities, the 

specific research objectives are described in the following outlined topics, as depicted in the 

flowchart in Figure 1.5. 

First, a novel energy function-based network partitioning is developed for SSR 

improvement, considering high RESs penetration. This project seeks to take advantage of high 

precision measurements provided by WAMS associated with PMU to obtain significant 

enhancement in the observability of modern BPS. Based on this information, a new adaptive 

definition of the generator-groups is developed significantly improving SSR definition while 

additional infrastructure is not required. 

Second, a novel adaptative area-based voltage stability index is developed. This project 

takes advantage of new possibilities enabled by DERs, such as FRs, to obtain a meaningful 

improvement of voltage stability margin and reliability of BPS, while overcoming the early 

saturation in face of traditional centralized strategies. For this, network-wide sensitivity and the 

local characteristics of voltage collapse are explored. 

Third, a novel load restoration strategy for interconnected TS-DS focused on frequency 

reserve requirements is developed.  This project seeks to capitalize on MMGs control areas to 

improve the harnessing of locally available resources while ensuring frequency stability during 

the restoration process and leading to meaningful improvements in the service capacity and 

restoration time. 
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Figure 1.5: Flowchart of research objectives 

 

1.6  Thesis Layout 
 

The remainder of this thesis is structured as follows:  

 

Chapter 1 presents the motivation, background information, literature review, and 

research objectives to develop the thesis. 

Chapter 2 presents preliminaries addressing additional background on major topics 

required to develop the research objectives. 

Chapter 3 presents a novel method for the improvement of the SSR based on a proposed 

network partitioning algorithm.  

Chapter 4 presents a novel area-based outlook using FRs and a new adaptative area-

based voltage stability index. 

Chapter 5 presents a novel load restoration strategy for integrated TS-DS considering 

the MMGs' controllability. 

Chapter 6 presents the thesis summary, contributions, and directions for future work.  

Network Partitioning in Coherent Areas 
of Static Voltage Stability Applied to 

Security Region Enhancement  I 

New Technique for Area-Based Voltage 
Stability Support Using Flexible Resources 

II 

Distributed Load Restoration for 
Integrated Transmission and Distribution 

Systems with Multi-Microgrids 
  III 
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Chapter 2: Preliminaries 
 

2.1  Context 
 

This chapter presents the network model representation of BPS and preliminary 

formulation for energy function applied to BPS, SSR, voltage stability margin and frequency 

reserve requirement.  

 

2.2  Network Model Representation 
 

Consider a BPS with buses contained in the set 𝒩ൌ 𝒩〈ீ〉 ∪ 𝒩〈〉, where 𝒩〈ீ〉 and 𝒩〈〉 

respectively denote the sets of buses with generation and loads, being possible that a bus is 

contained in both sets, respectively  𝒩〈ீ〉 ∩ 𝒩〈〉 ് ∅. The connection between buses is 

represented by two terminals 𝑖 and 𝑗, where the set of transmission lines is denoted by 𝒱 ∶ൌ

 ሼ𝑖, 𝑗ሽ ⊆ 𝒩 ൈ 𝒩. Let each bus contained in 𝒩 be classified under one of the three operative 

modes: PV, PQ or V𝜃, respectively composed in subsets 𝒩〈〉, 𝒩〈ொ〉 and 𝒩〈ఏ〉. 

 

2.3  Energy Function Applied to BPS  
 

For static voltage stability, the system energy function is based on the difference 

between the potential energy of the stable and unstable equilibrium solutions, which are denoted 

by 𝑋ሺ∙ሻ ൌ ሼ𝑉∠𝜃 ሽ| 𝑖 ∈ 𝒩, respectively 𝑋௦ ∈ 𝕏௦| 𝕏௦ ⊆ ℝ𝓃 and 𝑋௨ ∈ 𝕏௨| 𝕏௨ ⊆

ℝ|𝒩ುೇ|ାଶ∙ห𝒩ುೂห, for a respective BPS operating condition ൛𝑃〈௦〉, 𝑄〈௦〉ൟ [85]-[87], where 

𝑃〈௦〉 and 𝑄〈௦〉 are the specified active and reactive powers and |∙| is an operator that returns 

the cardinality of a generic set. The stable solution, 𝑋௦, consists of the traditional Newton-

Raphson load flow operative solution, while the unstable, solution 𝑋௨ is obtained employing 

the modified Newton-Raphson load flow method, considering the step-controlled when 

updating the state variables and a single low voltage solution (LVS) bus, i.e., type-1 solution 

[88]. 
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The respective bus that should have the LVS associated is defined as the most critical 

PQ-bus for voltage collapse, ℬௌ ← ℬ. This information is accessible early by the highest 

absolute value of the tangent vector [31], i.e., for an operating point 𝓅 preceding a saddle-node 

bifurcation. As the system approaches voltage collapse, the number of unstable solutions 

decreases due to the different types of bifurcations that occur before reaching the final saddle-

node bifurcation, where 𝑋௦ and 𝑋௨ merge, and no further solution exists. In this perspective, at 

the vicinity of the saddle-node bifurcation, there is only one set of 𝑋௦ and 𝑋௨, enabling the 

identification of the LVS-bus for a type-1 𝑋௨.   

  

Υሺ𝑥௦, 𝜆ሻ ൌ  
𝑑𝑥௦

𝑑𝜆
ฬ

𝓅
ൌ െൣ𝐷௫ೞ𝑓|𝓅൧

ିଵ 𝜕𝑓
𝜕𝜆

ฬ
𝓅

 (2.1a) 

 

ℬ ൌ ൛ሺ𝛾ሻ ∶ Υ ሺ𝛾ሻ ൌ 𝑚𝑎𝑥ൣ𝑎𝑏𝑠൫Υ ሺ𝑥௦, 𝜆ሻ൯൧ห 𝛾 ∈ 𝒩〈ொ〉ൟ (2.1b) 

 

where 𝑥௦ ∈ ℝห𝒩〈ುೇ〉หାଶ∙ห𝒩〈ುೂ〉ห denotes the state variables, 𝜆 ∈ ℝ is a scalar parameter that leads 

the system to the bifurcation manifold 𝑓ሺ𝑥௦, 𝜆ሻ ൌ 0, 𝑓 ൌ ℝห𝒩〈ುೇ〉หାଶ∙ห𝒩〈ುೂ〉ห ൈ ℝ →

ℝห𝒩〈ುೇ〉หାଶ∙ห𝒩〈ುೂ〉ห is the non-linear function representing the studied system model, 𝐷௫ೞ𝑓 ∈

ℝ൫ห𝒩〈ುೇ〉หାଶ∙ห𝒩〈ುೂ〉ห൯ൈ൫ห𝒩〈ುೇ〉หାଶ∙ห𝒩〈ುೂ〉ห൯ is the Jacobian matrix and 
డ

డఒ
 is initially injected by active 

and reactive power. 

With the knowledge of the 𝑋௦ and 𝑋௨, the energy function-based criticality index is 

calculated. This index is obtained considering a single set of 𝑋௦ and 𝑋௨, which significantly 

speeds up the energy function parcel calculation, in contrast to the traditional potential energy 

function that requires an LVS for each bus [86]. This index can be determined for each system 

bus- 𝑖 [88] allowing for the quantification of its influence in the system robustness. The lower 

the value of this index, the greater the influence of the respective bus on the system criticality, 

otherwise it is described as robust [89].  

 

𝐸
௨ ሺ𝑋௦, 𝑋௨ሻ ൌ  ሾ𝑉

௦∙𝐼
௦∙ sinሺ𝜃

௦ െ 𝛿
௦ሻሿ∙ lnሺ𝑉

௨ሻ   ሾ𝑉
௦∙𝐼

௦∙ cosሺ𝜃
௦ െ 𝛿

௦ሻሿ∙𝜃
௨  

1
2

∙  𝑉
௨∙𝑉

௨∙𝐵∙𝑐𝑜𝑠൫𝜃
௨ െ 𝜃

௨൯

|𝒩|

ୀଵ
ஷ

െ  𝑉
௦∙𝑉

௦∙𝐺∙𝑐𝑜𝑠൫𝜃
௦ െ 𝜃

௦൯∙𝜃
௨

|𝒩|

ୀଵ
ஷ

 
(2.2) 
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െ  𝑉
௦∙𝐺∙𝑠𝑖𝑛൫𝜃

௦ െ 𝜃
௦൯∙𝑉

௨

|𝒩|

ୀଵ
ஷ

 

 

where the criticality index of each bus is denoted by 𝐸
௨ ∈ ℝ|𝒩|, the vector collecting all buses 

criticality indexes is represented by 𝑬𝑷
𝒖 ൌ ቂ𝐸భ

௨ , … , 𝐸|𝒩|
௨ ቃ, 𝑉

௦∠𝜃
௦ and 𝐼

௦∠𝛿
௦ are the voltage and 

current phasors measurements, 𝐵 and 𝐺 are transmission lines conductance and susceptance.  

 

2.4  Static Security Region 
 

To assess the BIPS security, the Brazilian Independent System Operator (ONS) employs 

the software Organon. This tool allows the definition of up to three generator-groups, 

respectively 𝒢ଵ, 𝒢ଶ and 𝒢ଷ [90]-[92]. These generator groups correspond to system 

interconnected areas, which may be exporting or importing regions employed in the 

continuation load flow method to control the changes in the system generation pattern. 

For this, to visualize the security operation area of the system, three projections (𝒢ଵx𝒢ଶ, 

𝒢ଵx𝒢ଷ, 𝒢ଶx𝒢ଷ) on two-generation subspaces are employed, where 𝒢ଵ, 𝒢ଶ and 𝒢ଷ are adaptively 

modified based on the partitioned coherence areas. In Figure 2.1, the pair-wise analysis of 𝒢ଵ 

and 𝒢ଶ to define the SSR projection 𝒢ଵx𝒢ଶ is depicted. The SSR is calculated from an initial 

operating point, 𝓅, by moving radially in different directions on the plane 𝒢ଵx𝒢ଶ, where active 

power generation of 𝒢ଵ and 𝒢ଶ increase or decrease, until it reaches security or a generation 

limit point. The excess or lack of active power generation resulting from the dispatch of 𝒢ଵ and 

𝒢ଶ is absorbed by 𝒢ଷ, being the load kept constant during the process. 

The number of directions is defined before the beginning of the process and implies a 

higher resolution of the boundaries. The MW distance between the direction under analysis and 

the initial operating point is respectively denoted by: 

 

𝒟 ൌ ටቀ𝑃〈𝒢భ〉 െ 𝑃〈𝓅బ𝒢భ
〉ቁ

ଶ
 ቀ𝑃〈𝒢మ〉 െ 𝑃〈𝓅బ𝒢మ

〉ቁ
ଶ

 ቀ𝑃〈𝒢య〉 െ 𝑃〈𝓅బ𝒢య
〉ቁ

ଶ
, 

ቀ𝑃〈𝒢ೝ〉, 𝑃〈𝓅బ𝒢ೝ
〉ቁ , ∀ 𝑟 ∈ ℕሾ1,3ሿ 

(2.3) 
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Figure 2.1: Generator-groups definition 

 

SSR, Ωௌௌோ, is composed by the set of operating conditions Ωௌௌோ satisfying the power 

flow equations, 𝑓ሺ𝑥௦ሻ ൌ 𝑃| 𝑄〈ீ〉  𝑄  𝑄〈ீ〉, ∀ 𝑖 ∈ 𝒩〈〉, and subject to restrictions set ℛ ൌ

ሺℛ௩ ൈ ℛఏሻ⋂ ℛீ . For this, 𝑄〈ீ〉 and 𝑄〈ீ〉 are lower and upper reactive power limits, ℛ is the 

set of voltage magnitude limits, ℛఏ is the set of thermal transmission limits and ℛீ is the set 

of active power generation limits. Additional limits can be included in the restrictions set ℛ at 

the discretion of the system operator, due to the requirements of each analyzed system.  

 

Ωௌௌோ ൌ ቄ𝑃∈ℝ|𝒩|ห𝑓ሺ𝑥௦ሻൌ𝑃, ∀ 𝑥௦ ∈ ℝห𝒩〈ುೇ〉หାଶ∙ห𝒩〈ುೂ〉ห, 𝑄〈ீ〉𝑄𝑄〈ீ〉, ∀ 𝑖∈𝒩〈〉ቅ (2.4) 

 

s.t: 

 

ℛ ൌ ሼ𝑉 ∈ ℝ|𝒩||𝑉 ൏ 𝑉 ൏ 𝑉, 𝑖 ∈ 𝒩ሽ (2.5) 

 

ℛఏ ൌ ሼ𝜃 ∈ ℝ|𝒱||-𝜃  𝜃  𝜃, ሼ𝑖, 𝑗ሽ ∈ |𝒱|ሽ (2.6) 

 

ℛீ ൌ ൛𝑃ሺ𝑉, 𝜃ሻ ∈ ℝห𝒩〈ುೇ〉หห 𝑃〈ீ〉  𝑃ሺ𝑉, 𝜃ሻ  𝑃〈ீ〉, 𝑖 ∈ 𝒩〈〉ሽ (2.7) 
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2.5  Voltage Stability Margin 
 

The power system network can be represented by a generic nonlinear model: 

 

0 ൌ 𝑓ሺ𝔁, 𝜆ሻ (2.8) 

 

where 𝑓 ∶  ℝห𝒩〈ುೇ〉หଶ∙ห𝒩〈ುೂ〉ห ൈ ℝ → ℝห𝒩〈ುೇ〉หଶ∙ห𝒩〈ುೂ〉ห is a nonlinear function with space 

dimension, 𝒙 ൌ ቂ𝜃, … , 𝜃ห𝒩〈ುೇ〉หାห𝒩〈ುೂ〉ห, 𝑉, … , 𝑉ห𝒩〈ುೂ〉หቃ
்

∈ ℝห𝒩〈ುೇ〉หଶ∙ห𝒩〈ುೂ〉หฬ 𝑖 ∈ 𝒩 denotes the 

system state variables, 𝑖 ∈ ℝ represents a generic transmission bus, 𝜆 ∈ ℝ is a particular 

parameter that moves the system from one equilibrium point 𝓅  to another 𝓅ሾఛሿ, where 𝜏 ∈ ℝ 

represents the continuation method iteration, and 0 ∈ ℝห𝒩〈ುೇ〉หଶ∙ห𝒩〈ುೂ〉ห represents a vector of 

all zeros.  

The system voltage stability can be studied by driving a known initially stable operating 

condition up to instability. This instability condition is defined as a bifurcation point and can 

be divided into two main category groups. The first group represents instability conditions due 

to the merging of two equilibrium points leading to a null eigenvalue, i.e., characterizing either 

a saddle-node (SNB), transcritical (TB), or pitchfork bifurcation (PB); or by the crossing of the 

imaginary axis by a pair of complex conjugate eigenvalues, representing a Hopf bifurcation 

(HP) [93]. The second group is related to power system operative limits, especially generators 

reactive power limits, being defined as limited induced bifurcations (LIB). This type of 

bifurcation occurs due to violations in generators limits, leading to changes in these units 

operating mode from constant active power and voltage mode, i.e., PV mode, to constant active 

and reactive power mode, i.e., PQ mode, [94]. This action leads to a new set of equations 

representing the respective power system that may no longer be stable to the current operating 

condition, i.e., it may lead to the merging of two equilibrium points with an abrupt crossing of 

eigenvalues from the right-half plane to the left-half plane side. It should be noted that the 

literature has consistently demonstrated that voltage collapse is mainly connected to SNBs and 

LIBs [93],[95]. 

In this perspective, a widely used approach in the literature to determine the power 

system’s voltage stability margin, i.e., the distance between the current operating point to the 

point of voltage collapse, or SNB/LIB point, is based on the continuation method. This method 

is divided into two steps: predictor and corrector. The first step is responsible for increasing the 
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network load and generation based on a direction of load increase 𝜆ሾఛሿ ∈ ℝ. This direction is 

assumed to be a known quantity, which is a reasonable assumption provided adequate load 

forecast [95],[96]. In case that a reliable load forecast is not available, a worst-case direction 

can be used to ensure that the system presents a satisfactory distance to voltage collapse [97]. 

Procedures to determine the worst-case direction are detailed depicted in [45],[98]. 

 

𝑃〈〉,ሾഓሿ
 𝑗∙𝑄〈〉,ሾഓሿ

 ൌ ൬𝑃〈〉
 ห

𝓅బ
𝑗∙𝑄〈〉

 ห
𝓅బ

൰ ∙𝜆ሾఛሿ, ℂห𝒩〈ುೇ〉หାห𝒩〈ುೂ〉ห ൈ ℝ → ℂห𝒩〈ುೇ〉หାห𝒩〈ುೂ〉ห (2.9a) 

 

𝑃〈ீ〉,ሾഓሿ
 ൌ  𝑃〈ீ〉

 ห
𝓅బ

∙𝜆ሾఛሿ, ℝห𝒩〈ುೇ〉ห ൈ ℝ → ℝห𝒩〈ುೇ〉ห (2.9b) 
 

 

where 𝑃〈〉
 , 𝑄〈〉

  and 𝑃〈ீ〉
  denote the active and reactive power demands, and active power 

generation in a generic transmission bus 𝑖 ∈ ℝ.  

The second step may be performed by solving the power flow problem considering the 

predictor step as the initial guess. An efficient method to speed up this problem solution is 

achieved by modeling 𝜆ሾఛሿ as an adaptive parameter based on the tangent vector sensitivity [31] 

and determined by (2.1a). 

 

𝜆ሾఛାଵሿ ൌ  𝜆ሾఛሿ𝜌∙ฮΥሾఛሿฮ
ିଵ

 (2.10) 
 

 

where Υሾఛሿ denotes the tangent vector sensitivity calculated in an equilibrium condition at a 

generic iteration 𝜏, 𝓅 → 𝓅ሾఛሿ, and 𝜌 ∈ ℝ is a scalar gain used to control the direction increase. 

To reduce the expensive computational effort as the system approaches voltage collapse, 

stopping criteria can be included to terminate the continuation process. The stopping criteria 

denoted by ξ is a voltage collapse index that can anticipate the vanishing eigenvalue, tending to 

zero as the bifurcation is approached. It is directly determined from (2.11) for a given operating 

point having a negligible calculation cost [99]. Ref. [99] also addresses that employing the 

CRIC method can reduce the computational burden, turning the continuation method eligible 

for load margins calculation. 

 

ξ ൌ ฮΥሾఛሿฮ
்

∙𝐷௫𝑓|𝓅ሾഓሿ
∙ฮΥሾఛሿฮ (2.11) 
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2.6  Frequency Reserve Requirement 
 

Based on the power balance or swing equation (2.12) evaluation at frequency nadir 

condition and time, the maximum allowable PFR deployment, 𝓎
  , for a generic unit that 

guarantees the system operation within adequate limits can be obtained from (2.13) [7]. For 

this, it considers control limitations and stability margins criteria imposed by governors’ dead-

band, ∆𝜔ௗ   36 𝑚𝐻𝑧 [100], and under frequency load shedding (UFLS) [101], i.e., 

minሼ𝜔ሺ𝑡ሻሽ ൌ 𝜔ห  𝜔 > 𝜔ிௌ 𝑎𝑛𝑑 𝑡 ≥ 𝑡, where 𝜔=𝜔ሺ𝑡ఠሻ and 𝜔ிௌ are the system frequency 

nadir and UFLS setpoint, 𝑡, 𝑡 and 𝑡ఠ are the system operating, event and nadir time.  

By using this information, PFR and SFR requirements during the BPS restoration 

process can be formulated as (2.14)-(2.15). The total PFR must be greater than the balancing 

authority’s (BA) frequency response requirement (2.14), i.e., lim
௧→௧ഘ

𝜔ሺ𝑡ሻ  𝜔ிௌ , where 𝛼 is 

the BA’s interconnection sharing factor [102]. Available SFR generation capacity must be 

sufficient to ensure demand/generation balance as the system approaches steady-state (2.15), 

i.e., lim
௧→௧ಮ

∆𝜔ሺ𝑡ሻ ൌ 0. For this, 𝑅〈ீ〉
  is the required reserve margin [102], 𝑡ஶ denotes the steady-

state operating time, 𝐾 is the unit secondary contribution share for Automatic Generation 

Control (AGC), 𝒴〈ீ〉
  and 𝑅𝑅 

  are the unit capacity limits for PFR and SFR. 

 

𝜔ሶ ሺ𝑡ሻ ൌ
1

2∙𝐻
  ∙ ቀ∆𝑃〈𝒢〉

 ሺ𝑡ሻ  ∆𝑃〈ாோ〉
 ሺ𝑡ሻ െ ∆𝑃

ሺ𝑡ሻ െ 𝐷
 ∙∆𝜔ሺ𝑡ሻቁ (2.12) 

 

𝓎
   𝑟𝑟

  ∙
4∙𝐻〈௦௬௦〉

 ∙ሺ𝜔 െ 0.5∙∆𝜔ௗ െ 𝜔ிௌሻ

∆𝑃〈௦௬௦〉
  (2.13) 

 

 𝓎
  

 ∈ 𝒩〈𝒢〉
 

 𝛼∙∆𝑃〈௦௬௦〉
  ห 𝓎

   𝒴〈ீ〉
  (2.14) 

 

 𝑃〈𝒢〉


 ∈ 𝒩〈𝒢〉
 

  𝑃〈ாோ〉


 ∈ 𝒩〈ವಶೃ〉
 

ൌ 𝑃〈௦௬௦〉 
  ∙൫1  𝑅〈ீ〉

 ൯ ቚ∆𝑃〈∙〉

ሺ∙ሻ ൌ 𝐾𝑖∙∆𝑃〈௦௬௦〉
  𝑅𝑅 

   (2.15) 

 

where 𝜔 is the system frequency, 𝐻
   is the inertial constant, 𝑃〈𝒢〉

  and 𝑃
 are respectively the 

frequency regulating reserves mechanical and electrical powers, 𝑃〈ாோ〉
  is the DER contribution 
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and 𝐷
  is the damping coefficient, 𝐻〈௦௬௦〉

 ൌ ∑ 𝐻
  

 ∈ 𝒩〈𝒢〉
 ∪𝒩〈ವಶೃ〉

  is the system inertial constant, 

𝜔 is the nominal frequency, ∆𝜔ௗ is the governor dead-band, 𝛼 is BA’s sharing factor, 

∆𝑃〈௦௬௦〉 
 ൌ ∑ ∆𝑃


 ∈ 𝒩〈ಽ〉

  is the system change of electrical power response, 𝒩〈𝒢〉
 , 𝒩〈ாோ〉

  and 𝒩〈〉
  

are respectively the sets of conventional generators, DERs and loads; ∆𝑃〈𝒢〉
  and ∆𝑃〈ாோ〉

  

changes in the short-term can be characterized by ∆𝑃〈∙〉

ሺ∙ሻ ൌ  𝑟𝑟〈∙〉,⋅𝑡ቚ 0<𝑟𝑟〈∙〉,<𝑚〈∙〉, , ∀ 𝑖 ∈ 𝒩〈∙〉
   

and 𝐷
  neglected [103], where 𝑟𝑟〈∙〉, is the governor PFR response rate and 𝑚〈∙〉, is the droop 

bias. 

Figure 2.2 illustrates an example of reserves deployment sequence. Point ‘A’ is defined 

as the pre-disturbance frequency, ‘B’ corresponds to the stabilization frequency after primary 

regulation, ‘C’ is the nadir frequency, i.e., maximum frequency deviation after the disturbance, 

and ‘D’ represents the moment when the secondary control is activated, so that the system 

operation returns to the reference level. 

 

 
Figure 2.2: Modern bulk power system 
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Chapter 3: Network Partitioning in Coherent Areas of 
Static Voltage Stability Applied to Security Region 

Enhancement 
 

3.1  Context and Overview 
 

In Chapter 1, the literature survey has revealed that there is still a gap in network 

partitioning methods that take advantage of new technologies such as awareness by WAMS 

using PMUs. In addition, adaptative SSRs are needed for BPS towards increasing RES 

penetration. In this perspective, this chapter seeks to address the abovementioned issues. For 

this, a perspective for SSRs improvement is proposed by adopting a new energy function-based 

network partitioning method derived from high precision measurements provided by WAMS 

associated with phasor measurement units PMU. This partitioning method provides an adaptive 

definition of the generator groups used in SSR construction particularly suited for systems with 

large penetration of RESs. This allows for the mitigation of RESs intermittency effects, 

significantly improving the system SSR. Moreover, the use of the energy function for the 

network partitioning meaningfully enhances the partitioning algorithm robustness, especially 

in comparison with previously proposed heuristic partitioning approaches [34].  

In addition, the use of WAMS provides a precise perspective of the system operating 

conditions. In this regard, WAMS utilizing PMUs offer a significant enhancement in the 

observability of power systems compared to traditional supervisory control and data acquisition 

(SCADA) systems [104]-[106]. The application of WAMS data has been explored in several 

studies in the literature including secondary voltage control [107], protection techniques [108]-

[109], online estimation of transmission lines parameters [110], system restoration [111], short-

term frequency prediction [112], reliability and security evaluation [113]. In this chapter, the 

use of WAMS considering PMU data leads to a superior precision in the calculation of the 

system energy in comparison with the data provided by traditional state estimation approaches. 

It eliminates a significant issue in the energy determination regarding the quality of the 

information obtained through state estimation. This data is highly dependent on the accuracy of 

the modeled system which can be relatively poor, especially due to the aggregated loads model. 

Loads are highly dependent on seasonal aspects and can continuously vary their characteristics 

even during the same operational day period.  Furthermore, the load profile is different for 
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special days with anomalous loads, such as public holidays and long weekends that may vary 

for each year according to the day of week and seasons [114]. For validation, the system IEEE 

118-bus is employed considering different operative scenarios towards the large penetration of 

variable RESs.  Results indicate that the proposed adaptive SSRs can significantly improve the 

system operational boundaries and enhance its stability margin even when severe variations in 

the RESs contribution take place. The main contribution of this chapter is its ability to capitalize 

on the proposed network partitioning based on the potential energy function and WAMS using 

PMU data, to improve the SSR of power systems with high penetration of renewable resources.  

The remainder of this chapter is organized as follows: Section 3.2 presents the formulation of 

the proposed network partitioning based on the energy function index using WAMS and the 

proposed approach for SSR adaptive formation. In Section 3.3, the proposed methodology is 

validated presenting obtained results and comparative analysis. Section 3.4 concludes this 

chapter by summarizing its main findings. 

 

3.2  Proposed Network Partitioning Based on Energy Function 
Index Using WAMS 

 

In this section, the proposed networked partitioning based on energy function and 

WAMS is presented.  

 

3.2.1 Energy Function Index with the Aid of WAMS using PMUs 

 

The energy function index considering WAMS associated with PMUs is developed 

based on the potential energy function formulation depicted in (2.2). Traditionally 𝑋௦ would be 

obtained considering state measurements from SCADA systems associated with additional state 

estimation and load flow calculations. This perspective changes with the recent advancements 

in transmission system situation awareness provided by WAMS using PMUs. This modern 

monitoring system allows for more accurate and comprehensive measurement of the system 

states including wide-area monitoring and the phasor information, i.e., magnitude and angle 

measurements, which was not previously possible with typical SCADA systems [104]-[106]. 

Then, this new outlook allows for 𝑋௦ to be automatically determined from WAMS 

measurements, avoiding the requirement for supplementary state estimation, since operating 



25 
 

 
 

conditions change with RESs intermittency and load variations. These aspects are especially 

highlighted in this chapter, where the system loading, and consequently its error, is continually 

increased during the SSR construction until a technical limit boundary is reached. 

The determination of LVS at the saddle-node bifurcation point, i.e., voltage collapse 

point, is a difficult task, and not all LVS may be determined. As changes in the system operating 

conditions, such as RESs intermittency and load variation can lead to different merged solutions 

pairs (𝑋௦,𝑋௨) or divergence of the load flow [85]. However, the highly accurate measurements 

by WAMS using PMU can also aid the definition of 𝑋௨ once it can provide the precise system 

operating condition. Then, this allows for the improvement of the 𝑋௨ determination, as loads 

aggregated model can be replaced by highly an accurate measurement of the system states, 

where the voltage phasors 𝑉∠𝜃  can aid in the convergence process. In addition, these 

measurement data provide the initial condition for N-1 buses of the system, as the solution of 

type-1 is associated with a single bus with a low voltage profile. 

 

3.2.2 Proposed Network Partitioning Method Based on Energy Function 

 

Based on this criticality index the proposed partitioning method is developed. First, the 

influence of each bus is extended to a system-wide representation in the Cartesian space 

𝒓〈𝑥, 𝑦〉 ൌ 𝑥∙𝚤̂  𝑦∙𝚥̂, denoted by 𝐸
. Following, the criticality influence of each bus is collected 

in the system criticality mapping Θ൫𝑥, 𝑦, 𝐸
൯. This process is depicted in (3.1a)- (3.1b). 

 

𝐸
൫𝑥, 𝑦, 𝐸

௨ ൯ ൌ 𝐸
௨ ∙𝒟𝒳

ሺ𝑥ሻ∙𝒟𝒴
ሺ𝑦ሻ | 𝑖 ∈ 𝒩, 𝐸

௨ ∈ 𝐸
௨ (3.1a) 

 

Θ൫𝑥, 𝑦, 𝐸
൯ ൌ  𝐸

൫𝑥, 𝑦, 𝐸
௨ ൯

∈𝒩

 (3.1b) 

 

where 𝒟𝒳
~𝑁൫𝑑𝒳

, 𝜎ଶ൯ ∈ ℝൣ𝑥, 𝑥൧ ห0  𝑥 ൏ 𝑥  ∞,  𝒟𝒴
~𝑁൫𝑑𝒴

, 𝜎ଶ൯ ∈ ℝ ቂ𝑦, 𝑦ቃ ቚ 0  𝑦 ൏

𝑦  ∞, 𝑁 denotes a truncated normal distribution, 𝑥 ∈ ℝൣ𝑥, 𝑥൧ and 𝑦 ∈ ℝ ቂ𝑦, 𝑦ቃ are the system 

coordinates on the plane 𝒓〈𝑥, 𝑦〉, 𝒅𝓧 
ൌ ቂ𝑑𝒳

, … , 𝑑𝒳|𝒩|
ቃ ห 𝒅𝓧 

∈ ℝൣ𝑥, 𝑥൧ and 

𝒅𝓨 
ൌ ቂ𝑑𝒴

, … , 𝑑𝒴|𝒩|
ቃ ቚ 𝒅𝓨 

∈ ℝ ቂ𝑦, 𝑦ቃ are buses coordinates. 
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The parameter 𝜎 ∈ ℝஹ allows to regulate the network partitioning zones, i.e., small 𝜎 

values lead to a damping of the bus influence, thus providing a large amount of small-sized grid 

partitioned areas while high 𝜎 values lead to a reduced set of areas with many buses.  

Based on the mapping Θ, it is desired to define coherence areas, i.e., parcels of the 

network that have similar behavior. For this, unlike the traditional approaches that achieve areas 

partitioning based on the construction of a cluster of buses with similar sensitivity [31], the 

proposed method seeks to perform the network partitioning by directly identifying the 

boundaries of the coherence areas. These boundaries are extracted from the mapping Θ by 

identifying transition zones between uncorrelated coherence areas, where a coherence area is 

defined in the mapping Θ by elevations and valleys containing buses with strong similarity. For 

this sake, a two steps process is performed.  

First, the vector field of the mapping Θ is calculated by its gradient as depicted in (3.2a), 

where the vector points to the greatest increase of this function. Based on the vector field, it is 

possible to identify transition regions between coherence areas by monitoring the angle 

variations of the gradient vectors 𝛿 given by (3.2b). This process allows the determination of 

flow lines passing through zones of change in the vector field direction. The conditions for a 

transition zone in the vector field are presented in Table 3.1, and an exemplification of its 

definition is highlighted in the Results section by Figure 3.3(a)-(c), which respectively illustrate 

the network partitioned areas and the system criticality vector field. In this sense, to identify the 

system partitioned mapping, a partitioning function Λ is developed, where specifically for 

(3.2c), the Iverson bracket notation is used. This function assumes the value ‘1’ if the 

proposition is satisfied, and ‘0’ otherwise, where 𝑠𝑔𝑛 denotes the signal function. For this, the 

following propositions are used to identify transition zones: 

 The first proposition, denoted by the first and second parcels of (3.2c), seeks to identify 

slow transitions within coherence areas. This is achieved using a slack variable 𝜉 which 

represents the angular deviation that a gradient vector can be within for the identification of 

a transition zone.  

 The second proposition, denoted by the third and fourth parcels of (3.2c), addresses strong 

transition zones. These conditions address cases where neighbor gradients change direction 

abruptly without going through the transition criteria depicted in Table 3.1. In these cases, 

the perception of a boundary is possible by identifying signal changes of the vector field in 

either direction. The partitioned map of the system, 𝑟𝒜, is obtained by evaluating the 

mapping of ℱ for a plane 𝚤̂, 𝚥̂ at Λ ൌ 1. The complete process is depicted in (3.2a)-(3.2d).   
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Table 3.1:  Transition region conditions 

൫∇ሬሬ⃗ Θ൯ tan 𝛿 ൌ ฬ
𝒟y
𝒟x

ฬ 𝛿 

𝑟〈േ1,0〉 0 0 

𝑟〈0, േ1〉 ∞ 𝜋
2ൗ  

 

∇ሬሬ⃗ ቀΘ൫𝑥, 𝑦, 𝐸
൯ቁ ൌ

∂ ቀΘ൫𝑥, 𝑦, 𝐸
൯ቁ

∂x
𝚤̂ 

∂ ቀΘ൫𝑥, 𝑦, 𝐸
൯ቁ

∂y
𝚥̂ (3.2a) 

 

𝛿ሺ𝑥, 𝑦ሻ ൌ tanିଵ ቤ
𝒟yሺ𝑥, 𝑦ሻ

𝒟xሺ𝑥, 𝑦ሻ
ቤ (3.2b) 

 

Λሺ𝑥, 𝑦ሻ ൌ ቂቀሾ𝛿ሺ𝑥, 𝑦ሻ െ 𝜉  0ሿ  ቂ𝛿ሺ𝑥, 𝑦ሻ  𝜉 
𝜋
2

ቃ 


1
2

ቤ
∂൛sgn൫𝒟xሺ𝑥, 𝑦ሻ൯ൟ

∂x
ቤ 

1
2

ቤ
∂൛sgn൫𝒟yሺ𝑥, 𝑦ሻ൯ൟ

∂y
ቤቇ  0 

(3.2c) 

 

𝒓𝓐 ← ℱ൫𝕏, 𝕐, Λሺ𝑥, 𝑦ሻ൯ | Λሺ𝑥, 𝑦ሻ ൌ 1, 𝕏 ൌ ℝൣ𝑥, 𝑥൧, 𝕐 ൌ ℝ ቂ𝑦, 𝑦ቃ (3.2d) 

 

Next, a second stage is developed allowing one to perform the clustering of small 

coherence areas into larger coherence areas. This step is necessary as the first stage can lead to 

an extensive division of the system in several small coherence areas. For this, the divergence 

of the vector field map denoted by ∇ ቀ∇ሬሬ⃗ ሺΘሻቁ in (3.3a) is used to provide a scalar measure of the 

transition zones likeness of defining a boundary for larger coherence areas. A transition zone 

with a low divergence index implies strong dissimilarity between the neighbors’ small 

coherence areas, therefore it should be preserved, while transition regions with significant 

divergence levels indicate that the neighbors’ small coherence areas can be clustered. To 

perform the areas clustering a new partitioning function Κ is developed in (3.3a) using the 

Iverson brackets notation to establish a comparison proposition between the transition regions 

divergence levels with a partitioning index 𝜁 ∈ ℝஹ. For this, small values of 𝜁 lead to the 

system partitioning into large coherence areas, while the increasing of 𝜁 yields to more sub-

divisions up to the system comprehensive partitioned map 𝒓𝓐, i.e., lim
ಲ→ஶ

Κሺ𝑥, 𝑦ሻ ൌ Λሺ𝑥, 𝑦ሻ. 
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The clustered partitioned map of the system, 𝒓𝓚, is obtained by evaluating the surface ℱ for a 

plane 𝚤̂, 𝚥̂ at Κ ൌ 1, as described in (3.3b).  

 

Κሺ𝑥, 𝑦ሻ ൌ ቂቚ∇ ൬∇ሬሬ⃗ ቀΘ൫𝑥, 𝑦, 𝐸
൯ቁ൰ቚ ∘ Λሺ𝑥, 𝑦ሻ  𝜁ቃ (3.3a) 

 

𝒓𝓚 ← ℱ൫𝕏, 𝕐, Κሺ𝑥, 𝑦ሻ൯| Κሺ𝑥, 𝑦ሻ ൌ 1 (3.3b) 

 

where the operator ‘∘’ denotes the element-wise product. 

 

3.2.3 SSR Considering Adaptive Network Partitioning 

 

Variations in a system operating condition, especially when facing great penetration of 

intermittent RESs, can significantly affect the network coherence areas. In this perspective, the 

proposed network partitioning method is employed to adaptively determine the generator 

groups for SSRs evaluation, which is depicted in the formulation presented in (2.3)-(2.7). In 

this perspective, each group generator is adaptively associated with a proposed coherence area. 

It should be noticed that the consideration of WAMS using PMU high-resolution measurements 

allows the proposed method to effectively address variabilities and uncertainties associated with 

RES, as in practice, a few minutes are tolerated for the system actions, i.e., it is assumed that 

system states do not change significantly during a tolerance period [117], where the completion 

of the system SSR assessment should be available before this period ends. In case the SSR 

construction time needs to be improved, additional computing capacity may be added [117]. 

A detailed description of the process to obtain the proposed partitioning for SSR is 

depicted in Figure 3.1.   
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Figure 3.1: Proposed network partitioning method for SSRs improvement 

 

3.3  Results 
 

In this section, the proposed robust network partitioning into coherence areas for the 

adaptive definition of generator groups for SSRs assessment is verified through case studies 

simulations. For this, the IEEE 118-bus system [118] is employed considering modifications to 

represent the BPS movement toward modern monitoring infrastructures by WAMS using PMU 

and large penetration of variable RESs, which represent 20.0% of generation installed capacity. 

In this sense, it is considered that each bus has the voltage and current phasors measured by a 

PMU connected to a centralized WAMS [104]-[105], as defined on BIPS. In BIPS, the 

monitoring performed by WAMS using PMU has a centralized communication system 

associated with a central control center located in the South region [115]-[116]. In addition, the 

available sources are uniformly distributed, considering partitioned areas in Case 0, i.e., 0.6 
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GW of solar generation and 0.4 GW of hydro generation placed in the second partitioned area, 

while 1 GW of wind generation is allocated in the third partitioned area. These buses correspond 

respectively to the loss-sensitive [4] and critical [31] buses of the second and third coherence 

areas, defined by the partitioning algorithm in Case 0.  These respective buses are depicted in  

Table 3.2. In addition, the generation and voltage limits are depicted in Table A.1 in Appendix 

A. 

 

Table 3.2: Generation allocation in the IEEE 118-bus system 

Generation type Buses 

Solar 51,52,50,58,53,57,67,63,64 

Wind 39,33,35,117,43,2,13,14,3,16,37,20,7,11,29 

Hydro 118,75,45,47,48,71 

 

 Based on these considerations four case studies are developed to represent different 

operational conditions of modern BPS in face of intermittent RESs penetration. Following, the 

developed case studies investigation is divided into two main analyses for proposed network 

partitioning and the new SSR approach. First, a comparative analysis is presented between the 

proposed network partitioning method and the literature. Next, the novel SSR approach is 

investigated. This analysis demonstrates the ability of the proposed network partitioning 

method to improve adaptatively the SSRs definition of modern BPS. 

 The developed case studies are following described: 

 Case 0 denotes the system with traditional settings (base-case) and provides a comparative 

result for validation of the proposed network partitioning method with traditional 

approaches available in the literature.  

 Cases I-III represent the modern BPSs toward large expansions of its energy matrix by 

variable RESs. These case studies seek to demonstrate the impact of RESs intermittence in 

the proposed network partitioning and consequently how this proposed method can 

significantly improve SSRs. In this sense, three boundary conditions for BPS operation are 

evaluated. Case I depicts high contributions from solar and wind generations; Case II 

considers the change in weather conditions, leading the system to low contribution from 

wind generation, i.e., 10% of its generation capacity, and high level of solar generation; and 

Case III assumes an opposite scenario of Case II, featuring a low solar generation, i.e. 10% 

of its generation capacity, and high wind generation. 
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3.3.1 Network Partitioning Validation 

 

To demonstrate the applicability and effectiveness of the new network partitioning 

method, this proposed algorithm is implemented in Matlab. For this, first 𝑋௦ and 𝑋௨ are 

obtained for system criticality index evaluation as depicted in Section 2. The respective bus 

associated with the LVS is determined based on the tangent vector information for each case, 

being respectively associated to 𝛣 ൌ 41. Next, the proposed network partitioning method is 

performed considering ሼ𝜎 ൌ 10, 𝜉 ൌ 10°, 𝜁 ൌ 0.34ሽ. The obtained system coherence areas for 

Cases 0, I, II, and III are denoted by 𝒜
〈𝔰〉 ⊆ 𝑟𝒦, ∀  𝑟 ∈ ℕሾ1,3ሿ , 𝔰 ∈ ሼ𝐼, 𝐼𝐼, 𝐼𝐼𝐼ሽ, where the 

superscript 𝔰 represents Cases I-III, while for Case 0 is omitted. The subscript 𝑟 indicates each 

system area number, being sorted based on each area criticality towards voltage collapse, i.e., 

subscript ‘1’ is more critical than ‘3’.   

The obtained partitioned areas by the proposed method in Case 0 are compared with the 

graphical partitioning algorithm presented in [19]. The results present high similarity between 

the obtained partitioned areas by both methods, showcasing the effectiveness and suitability of 

the proposed method. This comparison of the respective network partitioned areas is shown in 

Figure 3.2, where three areas are identified and the dashed contours denote the partitioned areas 

depicted in [19], while solid contours denote proposed partitioned areas. In addition, the 

respective buses which changed the area are summarized in Table 3.3.  

 

 
Figure 3.2: Comparison between partitioning of the system IEEE 118-bus modified for the proposed method 

and ref. [19] in Case 0 
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Table 3.3: Difference between the proposed and ref. [19] network partition 

Proposed Area 𝒜ଵ
  𝒜ଶ

  𝒜ଷ
  

Bus 78, 79, 80, 81 24 34, 35, 36, 37, 38, 39, 43, 44 

 

In Figure 3.2, the transmission lines and generators representation are suppressed to 

improve the visualization of the partitioned areas. Next, the obtained network partitioning for 

Cases I-III is depicted in Figure 3.3(a)-(c) following the same representation of Figure 3.2, and 

additionally the respective vector field of each criticality mapping is represented by light green 

arrows. In Figure 3.3(a) details in the coherence areas boundary are shown to illustrate the 

respective conditions for the definition of the transition zones between coherence areas. As one 

can observe zoomed parcel of the vector field highlighted in Figure 3.3(a), there is a change in 

the direction of gradient vectors in the vector field. This change is detected by the proposed 

partitioning formulation (3.2c) leading to the identification of the coherence areas boundaries. 

Then, it is possible to observe that both propositions used to identify transition zones in (3.2c) 

are satisfied. 

First, recalling the proposition depicted in (3.2c) which states that a system region 

represents an area boundary in case that its gradients angles, 𝛿ሺ𝑥, 𝑦ሻ, are within an angular 

deviation 𝜉 to the transition conditions, i.e. ሾ𝛿ሺ𝑥, 𝑦ሻ െ 𝜉  0ሿ or ቂ𝛿ሺ𝑥, 𝑦ሻ  𝜉  గ

ଶ
ቃ. One can 

notice, analyzing the zoomed parcel of the vector field highlighted in Figure 3.3(a), that this 

condition is satisfied, i.e. the respective gradients are pointed downward perpendicularly, 

leading to a true value for the relation 𝛿ሺ𝑥, 𝑦ሻ  𝜉  గ

ଶ
. The sole fulfillment of this condition 

would be enough to determine that this parcel of the system represents an area boundary. Still, 

the second proposition is also fulfilled. For this proposition, the gradient vectors’ projections 

along with directions 𝚤 ̂and 𝚥̂ are used to identify strong transition zones, i.e., changes in the 

direction of the vector field. The analysis of the projections along the direction 𝚤 ̂indicates that 

the gradient vectors are pointing to opposite directions, this is verified by evaluating the derivate 

of the projections signal in the respective direction of interest, i.e., 
ଵ

ଶ
ቚ

ப൛ୱ୬൫𝒟୶ሺ௫,௬ሻ൯ൟ

ப୶
ቚ ൌ 1 . 

Further, comparing the obtained network partitioning in Figure 3.3(a)-(c), one can 

observe that the variation in the renewable’s contributions can significantly affect the coherence 

areas definition. Analyzing Cases I-III, it is noticed that all cases showed different partitioned 

areas. Cases I and II present similar coherence areas, this occurs once the area where wind 

generators are allocated, i.e., 𝒜ଷ
〈ூିூூ〉 in Cases I-II, is the area that has the lowest criticality level 
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to voltage collapse. In this sense, variations in the wind-based RESs intermittency do not 

significantly impact the system coherence areas division. Moreover, even though the analyzed 

scenario represents a significant reduction in this area generation contribution, which 

consequently increases the criticality level of this region, its impact is not meaningful enough 

to majorly influence the system areas partitioning.  

In contrast, the analysis regarding solar-based RES intermittency performed by Case III 

indicates that a low contribution of solar generation leads to significant changes in the system 

coherence areas clustering. In this scenario, the criticality index of the area in which these 

sources are mainly allocated, i.e., 𝒜ଶ
〈ூூூ〉, is significantly increased. This leads to the expansion 

of 𝒜ଷ
〈ூூூ〉, which now presents greater similarity to the sub-region comprising the newly included 

hydro generators previously associated to 𝒜ଶ
〈ூିூூ〉 in Cases I-II. This situation takes place in 

Case III once the transition zones between the respective sub-region and 𝒜ଶ
〈ூூூ〉 assumes a low 

divergence index, which implies strong dissimilarity between them, whereas the transition 

zones with 𝒜ଷ
〈ூூூ〉 present a greater divergence index, therefore leading to its clustering. This 

process is depicted by (3.3b).  

 

  
(a) (b) 

 
(c) 

Figure 3.3:Partitioning of the system IEEE 118-bus modified (a) Case I; (b) Case II; (c) Case III 
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3.3.2 Proposed Adaptive Static Security Region Assessment 

 

Based on the obtained network partitioning by the proposed method for Cases I-III, this 

section seeks to showcase the capacity of the proposed approach to improve the SSRs, 

especially in modern BPSs with large RESs contributions. Traditionally, the SSR assessment is 

performed considering pre-established generator groups that are not adjusted along with the 

system operation [90],[117]. The SSRs and generator-groups for the traditional approach can 

be denoted by Ωௌௌோ
⊙,〈𝔰〉 ← 𝒢

௦ ← 𝒜
⊙,〈𝔰〉ห𝒜

⊙,〈𝔰〉 ൌ 𝒜
ூ , ∀ 𝑟 ∈ ℕሾ1,3ሿ, 𝔰 ∈ ሼ𝐼, 𝐼𝐼, 𝐼𝐼𝐼ሽ, where Ωௌௌோ

⊙,〈𝔰〉 

denotes the system SSR, 𝒢
௦ consists of the generator-groups contained in the respective system 

partitioned areas 𝒜
⊙,〈௦〉, and the superscript ⊙ represents the traditional case. In this 

perspective, seeking to take advantage of the increasing monitoring capacity of modern power 

systems to improve the boundaries of their operating regions, i.e., SSRs, the proposed approach 

considers the changes in the system operating conditions to adaptively determine the generator-

groups for the SSRs assessment. This is based on the variations in the system partitioned 

coherence areas. The proposed SSRs and generator groups are denoted by Ωௌௌோ
⨂,〈𝔰〉 ← 𝒢

𝔰 ←

𝒜
⨂,〈𝔰〉ห𝒜

⨂,〈𝔰〉 ൌ 𝒜
〈𝔰〉, ∀ 𝑟 ∈ ℕሾ1,3ሿ, 𝔰 ∈ ሼ𝐼, 𝐼𝐼, 𝐼𝐼𝐼ሽ, where the superscript ⨂ represents the 

proposed approach.  

The obtained results for each case study including the three projections (𝒢ଵx𝒢ଶ, 𝒢ଵx𝒢ଷ, 

𝒢ଶx𝒢ଷ) are depicted in Figure 3.4-Figure 3.6, where the solution representing the initial 

operation condition, i.e. starting point for the SSR construction, is indicated by an ‘x’ for the 

proposed method  𝓅𝒢 

⨂ , and ‘o’ for the traditional method 𝓅𝒢 

⊙ . Analyzing Figure 3.4-Figure 3.6 

one can clearly observe that the proposed network partitioning considering WAMS data to 

determine the generator-groups for SSR assessment, leads to significant improvements in the 

system SSRs for all studied cases. The SSRs obtained considering the proposed approach have 

significantly higher operating regions, which allow greater flexibility for the system operation, 

including more room for control actions and operating maneuvers, maintenance requests, and 

unforeseen operating scenarios.  

Further, the results indicate that several operating conditions that could not be fully 

secured by the traditional method become operational when the proposed method of the 

generator-groups adaptive determination is considered. It can be observed in Figure 3.4-Figure 

3.6, e.g. for  𝑃〈𝒢భ〉ൌ0.3 GW, 𝑃〈𝒢మ〉ൌ1.0 GW and 𝑃〈𝒢య〉ൌ0.8 MW, which is defined as a secure 

scenario in Cases I-III by the proposed approach, however, it is classified as unsafety by the 
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traditional SSRs in all of them. This result is possible due to the proposed area updating applied 

to SSR, as it can account for the impact of RESs intermittency in the definition of the system 

coherence areas, which are later used to adapt the system generator-groups leading to the 

adaptive SSRs with major improvements as depicted in Figure 3.4-Figure 3.6 for Cases I-III. 

Next, seeking to quantify and illustrate the proposed approach improvement capacity, 

Table 3.4 is developed. It presents a summary of the highest direction variations, i.e., the 

distance between the initial point and SSR boundary, the type of limit violated, and a ratio of 

improvement denoted by Ψ𝒟 ൌ 𝒟⨂/𝒟⊙ quantifying the proposed approach improvement 

capacity. 

From Table 3.4, one can observe the expressive improvements enabled by the proposed 

approach for the system SSRs for the distinct operating scenarios, where the smallest ratio of 

improvement Ψ𝒟 obtained in the analyzed case studies, features a 200% ratio of improvement 

in comparison with the traditional SSR approaches. 

 

Table 3.4: Performance evaluation for each case-study 

Case-study Method Direction Limit type 𝒟 (MW) Ψ𝒟 

𝐼 
Proposed 11 𝑉ଷଷ 947.2 

300% 
Traditional 11 𝑉ଷଷ 316.1 

𝐼𝐼 
Proposed 11 𝑃𝒢య  1644.4 

279% 
Traditional 11 𝑃𝒢య  589.4 

𝐼𝐼𝐼 
Proposed 1 𝑃𝒢భ  1213.5 

214% 
Traditional 1 𝑉ଷଷ 566.7 
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(c) 

Figure 3.4: SSRs for the IEEE 118-bus system considering high renewable generation in the second and third areas 
(Case I) (a) 𝒢ଵx𝒢ଶ; (b) 𝒢ଵx𝒢ଷ; (c) 𝒢ଶx𝒢ଷ 

 

  
(a) (b) 

 

(c) 

Figure 3.5: SSRs for the IEEE 118-bus system considering high solar generation in the second area (Case II) (a) 
𝒢ଵx𝒢ଶ; (b) 𝒢ଵx𝒢ଷ; (c) 𝒢ଶx𝒢ଷ 
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(a) (b) 

 

(c) 

Figure 3.6: SSRs for the IEEE 118-bus system considering high wind generation in the third area (Case III) (a) 
𝒢ଵx𝒢ଶ; (b) 𝒢ଵx𝒢ଷ; (c) 𝒢ଶx𝒢ଷ 

 

3.4 Summary 
 

In this chapter, a novel network partitioning is proposed based on the potential energy 

function and WAMS using PMU data for SSR improvement in the short-term. For this, a 

comprehensive mapping of the system criticality is developed and used to determine its 

coherence areas. Next, the partitioned areas are employed to adaptively determine the 

generator-groups for the system SSR evaluation, therefore, the RESs intermittency influence 

the system coherence areas boundaries and counter-acting to improve the system security 

margin. The proposed network partitioning is validated with the literature and the proposed 

adaptive SSR method is tested considering distinct operating scenarios faced especially by 

 (GW)

0.5

1.0

1.5

2.0

0.5 1.0 1.50.2 (GW)
0.0

Ω
⊙,〈 〉 

Ω
⨂,〈 〉 

(GW)

1.5 (GW)

0.5

1.0

Ω
⊙,〈 〉 

Ω
⨂,〈 〉 

0.5 1.0
0.0

0.2

(GW)

Ω
⊙,〈 〉 

Ω
⨂,〈 〉 

0.5 1.0

0.5

1.0

0.0
0.0 (GW) 1.5 2.0



38 
 

 
 

modern BPSs. The case studies provide a broad perspective of the system SSR behavior and a 

meaningful validation of the proposed method. Moreover, these case studies demonstrate the 

significant impact of RESs intermittency in the network partitioning, and the capacity of the 

proposed method to mitigate this effect and improve the systems SSRs without the requirement 

of additional infrastructures. The results indicate that the proposed SSR method allows 

operating conditions previously deemed unsafe by the traditional perspective to become 

operational as the adaptive definition of the generator-groups is featured. The main 

contributions of this chapter are following summarized: 

- Consideration of WAMS using PMU for precision improvement of the system criticality 

index determination. 

- An energy function-based network partitioning method that determines the system 

criticality and extracts coherence areas boundaries considering transitions zones. 

- Proposal of an adaptive SSR method that considers the system operating conditions to 

adapt SSR’s generator-groups based on the system network partitioning. 
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Chapter 4: New Technique for Area-Based Voltage 
Stability Support Using Flexible Resources 

 

4.1 Context and Overview 
 

In Chapter 1, the literature review has shown that there is still a gap to ensure voltage 

stability margins for modern BPS. Based on the major opportunities enabled by FRs and the 

new voltage stability requirements of modern BPS, this chapter proposes a novel area-based 

voltage stability index. The proposed index seeks to provide a direct measure for FRs' dispatch, 

to guarantee reliable voltage stability margins for modern BPSs with significant penetration of 

RES generation. For this, the proposed approach is composed of four main steps, respectively 

1) voltage stability margin determination, 2) system-wide sensitivity, 3) local area-based 

sensitivity, and 4) proposed index derivation. To perform these steps, knowledge of the system's 

current operating condition, i.e., loading, generation and system parameters, and forecasted 

direction of load increase is required. Using this information, first the system voltage stability 

margin is assessed employing the continuation method. Based on this result, a system wide-

sensitivity is derived indicating the susceptibility of each bus to lead the system to voltage 

collapse. From this overall perspective, multiple coherence areas are determined, and local area-

based sensitivities are obtained. This information is used in the development of the proposed 

sensitivity index, providing a direct multi-area perspective for FRs' dispatch. 

To validate the proposed approach, comparative simulation case studies are performed 

in MATLAB considering the IEEE 118-bus test system with modifications to reflect the 

progress of modern BPSs toward large penetration of RESs and FRs. In this environment, the 

proposed approach is stressed with several case studies respectively divided into 1) Validation 

and performance evaluation, 2) Sensitivity analysis 3) Comparative analysis between FRs and 

RESs operation under voltage control for voltage stability support. These case studies showcase 

the need for voltage stability support in systems with significant penetration of RESs while 

depicting the superior ability of the proposed approach to ensure safe operative conditions. 

This perspective is depicted in Table 4.1, presenting a comparison between available 

works in the literature and the proposed approach. 
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Table 4.1:  Comparison with literature state-of-art 
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Ref. [49]                   ×         ×     

Ref. [50]     ×             ×         ×     

Ref. [64]     ×             ×             × 

Ref. [59] × ×               ×         ×   × 

Ref. [51] ×               × ×          ×   × 

Ref. [65]  ×   × × ×       × ×             × 

Ref. [66]  ×   × × ×       × ×             × 

Ref. [61]       ×   ×   ×       ×     ×    

Ref. [63]     × × × ×   ×         ×       × 

Ref. [62]     × × × × × ×           ×      × 

Proposed     × × ×   × ×   × ×       × ×   

 

 The remainder of this chapter is organized as follows: Section 4.2 and 4.3 respectively 

present the load model and FRs formulation. Section 4.4 depicts the proposed area-based 

voltage stability support. Section 4.5 validates the proposed index presenting obtained results 

and comparative analysis. Section 4.6 concludes this chapter by summarizing its main findings. 

 

4.2  Load Model 
 

Loads composition is denoted by a regular non-controllable portion and an aggregated 

flexibility parcel, respectively denoted by 𝑘 ∈ ℝ and 𝜑,〈௫〉 ∈ ℝ for a generic bus 𝑖.  

 

𝑃 ൌ 𝑃〈〉
∙൫1 െ 𝜑〈௫〉

൯, 0  𝜑〈௫〉
൏ 1 െ 𝑘 (4.1) 

 

𝑃〈〉
ൌ 𝑃〈〉బ

. 𝛼〈〉
∙ ቆቤ

𝑉

𝑉

ቤቇ
ଶ

 𝛽〈〉
∙ ቆቤ

𝑉

𝑉

ቤቇ  𝛾〈〉
 (4.2) 

 

where 𝛼〈〉 ∈ ℝ denotes the constant impedance (Z) share for a generic bus 𝑖, constant current 

(I) and power (P) shares are defined by 𝛽〈𝑝〉𝑖
∈ ℝ and 𝛾〈𝑝〉𝑖

∈ ℝ, being the participation 
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coefficients subjected to the relation ൛൫𝛼〈∙〉𝑖
 𝛽〈∙〉𝑖

 𝛾〈∙〉𝑖
൯ ൌ 1: ൣ𝛼〈∙〉𝑖

, 𝛽〈∙〉𝑖
, 𝛾〈∙〉𝑖

൧ ∈

ℝℵ
ଷ| ℝℵൌሾ0,1ሿൟ, ∀ 𝑖 ∈ 𝒩〈𝐿〉, 𝑉 ∈ ℂ denotes the nodal phase voltage. The interested reader in 

the process of FRs' aggregation is referred to [119].  

 

4.3  Flexible Resources 
 

Power system flexibility represents the network capacity to capitalize on the system's 

available resources to respond to net demand change requests [120]. This perspective is 

available through different power system elements [121], out of which this work is focused on 

three main categories namely DR, DG, and EVs. 

DR is the ability of the system to manage its load through intentional curtailment, 

nominal supplied power adjustment, or time-shifting of specific groups of interruptible loads 

due to operation requirements [65]. This perspective is the following model for a generic bus 𝑖 

by the respective model depicted in [122]. 

 

𝑃〈ோ〉
ൌ  𝑝

𝒶

𝒶∈

, 𝒫
ൌ ቂ𝑝

ଵ, … , 𝑝
||ቃ (4.3) 

 

where 𝑃〈ோ〉
 is the total nodal 𝑖 DR capacity, 𝐴 is set of interruptible/adjustable loads 

connected at bus 𝑖, 𝑝
𝒶 denotes the corresponding load demand for each load 𝒶 ∈ 𝐴. 

Following, distributed generation enables the injection of specific controllable 

contributions of power to the grid. These contributions are limited by their current dispatching 

power and respective rated generation capacity [123]. 

 

ቄ𝑃〈ீ〉
∶  𝑃〈ீ〉

   𝑃〈ீ〉
  𝑃〈ீ〉

 , ൫𝑃〈ீ〉
൯

ଶ
 ൫𝑄〈ீ〉

൯
ଶ

 ൫𝑆〈ீ〉
 ൯

ଶ
 ቅ (4.4) 

 

where 𝑃〈ீ〉
 and 𝑄〈ீ〉

 represent the unit current active and reactive power generation, 𝑃〈ீ〉
   

and 𝑃〈ீ〉
 ,   denote minimum and maximum active power generation, and 𝑆〈ீ〉

  denotes the 

DG-rated power. 

In addition, equipment as EVs may perform both above-mentioned flexibility 

possibilities simultaneously [124]-[125]. These units may have their charging process 
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interrupted or adjusted representing DR actions. As well as, contributing with power injections 

in a similar way as a DG due to their ESS capacity. In this sense, these units’ flexibility is 

presented as an association of DR and DG.  

 

𝑃〈ா〉
ൌ  𝑝



 ∈ா

 𝑝〈ீ〉
 ,

ቄ൫𝑝
, 𝑝〈ீ〉

 ൯:  0  𝑝
 𝑝

  𝑃
 ,   0  𝑝〈ீ〉

   𝑃ௗ௦
  ቅ 

(4.5) 

 

where 𝑝
 denotes the EV current charging power, 𝑝

 represents the EV reduction of charging 

power, i.e., DR, 𝑝〈ீ〉
  is the power injection provided by the respective EV, i.e., DG. 𝑃

  

and 𝑃ௗ௦
  are the EV charger maximum charging and discharging power. 

 

4.4  Proposed Area-based Voltage Stability Support 
 

Based on the voltage collapse information the proposed area-based sensitivity index is 

developed. For this sake, a novel methodology composed of three main stages is proposed: 1) 

system-wide perspective for the definition of most critical buses; 2) area-based sensitivity 

providing the characterization of critical cores and coherence areas; and 3) area-based voltage 

stability index responsible to determine the most effective buses and their respective 

contribution for voltage stability support. 

First, a system-wide sensitivity is obtained indicating the susceptibility of each bus to 

lead the system to voltage collapse. This sensitivity is achieved through the calculation of the 

tangent vector by (2.1a) at the vicinity of the voltage collapse point denoted by Υ⋕ ≔

 𝑑𝑥 𝑑𝜆⁄ |𝓅→𝓅⋕
; reference on this voltage stability technique is available in [31]. Based on this 

information, the PQ-buses criticality indexed by Υ⋕
ொ are extracted from the full set Υ⋕, and a 

ranking is performed to identify the most and least effective buses for voltage stability support, 

respectively denoted by the set 𝛣ற ൌ ൛𝛽ଵ
ற, … , 𝛽ஐ

றൟ ⊆ 𝒩〈ொ〉. 

 

Υ⋕ ൌ ൣΥ⋕
, Υ⋕

ொ൧
்
 (4.6a) 
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Υ⋕
ொ ൌ ቂΥଵ,⋕

ఏ , … , Υห𝒩〈ುೂ〉ห,⋕
ఏ , Υଵ,⋕

 , … , Υห𝒩〈ುೂ〉ห,⋕
 ቃ

்
 (4.6b)  

 

Υ↓,⋕
ொ  ൌ rank↓ ቀabs൫Υ⋕

ொ൯ቁ (4.6c)  

 

Υ↓,⋕
ொ  ൌ ቂΥ↓,ଵ

ொ, … , Υ↓,ଶ∙ห𝒩〈ುೂ〉ห
ொ ቃ


 (4.6d) 

 

𝛣ற ൌ ൛൫𝛽
ற൯ ∶ 𝛽

ற ൌ 𝛽
ொ ห𝛶,⋕

ொ ൌ 𝛶↓,
ொ, 𝑖 ∈ ℕൣ1, 2⋅ห𝒩〈ொ〉ห൧, 𝑗 ∈ ℕሾ1, Ω ሿሽ (4.6e)  

 

where rank↓ሺ∙ሻ is a function that returns the descending rank of a generic vector, Υ↓,⋕
ொ is the 

ranked criticality index, 𝛽
ொ corresponds to the buses that make up Υ⋕

ொ, and 𝛽
ற denotes the 

ranked buses. 

From this process, the buses classified as the most effective for voltage stability support 

are typically contained in the same neighborhood of the bus responsible for driving the system 

to voltage collapse, leading to a concentrated actuation. However, BPSs usually contain more 

than one coherence area, i.e., a region of the system comprising buses with similar behavior, 

here denoted by the sets 𝒵 ⊆ 𝒩, where 𝑟 ∈ ሾ1, ℧ሿ indicates the area index and ℧ denotes the 

total number of areas. In this sense, bearing in mind that the voltage collapse is a local 

phenomenon, the characterization of the buses sensibility from a system-wide perspective in 

BPSs environments would not render the expected effect, as the centralized action in the system 

most critical region, 𝒵ଵ, would not produce meaningful improvements in other coherence 

regions, i.e. P-V𝔖 ← 𝒵
ற ൎ P-V𝔖 ← 𝒵 ∀ 𝑟 ് 1, where P-V𝔖 ← 𝒵 are representations of the 

system voltage stability when each respective coherence area 𝒵 assumes the condition to drive 

the system to voltage collapse; superscript † denotes the system response after system-wide 

based compensation. To obtain P-V𝔖 ← 𝒵 in case that the area under analysis is not the most 

critical region originally leading the system to voltage collapse, i.e., 𝒵 |𝑟 ് 1, compensations 

are performed in the more critical region(s) until the voltage collapse condition is shifted to the 

region 𝒵 of interest.   

In this perspective, system-wide-based approaches would fail in case that a significant 

improvement in the system load margin is required. The realization of a large compensation 

would render a substantial increase in the voltage stability margin of the critical region, P-V𝔖 ←

𝒵ଵ
ற. However, under a system perspective, this action would only move the starting point of 
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voltage collapse to the subsequent most critical region, 𝒵 | 𝑟 ് 1, which has not been 

improved by this compensation. This leads to an early saturation in the actual improvement 

capacity of the system voltage stability by the subsequent most critical-area voltage collapse 

condition, i.e., P-V𝔖 ← 𝔖ற ൌ P-V𝔖 ← 𝒵ଶ
ற ห P-V𝔖 ← 𝒵ଶ

ற ൎ P-V𝔖 ← 𝒵ଶ, where P-V𝔖 ← 𝔖ற 

depicts the actual system P-V curve after system-wide compensation. As a result, the system 

would most likely not be able to achieve the desired load margin improvement, 𝜁, where the 

respective lacking margin is denoted by 𝜒.  

This condition is depicted in Figure 4.1. It shows the voltage stability profile of a BPS 

with several coherence areas before and after the system-wide compensation. For this, the 

symbol 𝓅𝔖 denotes the system operating point, and 𝜀% is the required secure margin between 

the operative and voltage collapse points. This value is established by specific regulations as 

[2]. 

 

 
Figure 4.1: P-V curves for a system-wide approach 

 

In this perspective, the development of voltage stability support strategies based on 

system-wide approaches may no longer be efficient to ensure safe operating conditions, as BPSs 

move toward new voltage stability requirements due to the increasing penetration of RESs. This 

new perspective requires a significant capacity for voltage stability margin improvement and 

the ability to effectively tackle constant shifts in the starting point of voltage collapse across 

different regions of the system. Seeking to accomplish these challenges and avoid the 

previously mentioned limitations, a second stage is developed based on the previous system-

wide sensitivity. The proposed approach identifies local critical cores for voltage collapse and 
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divides the system into coherence areas denoted by the sets 𝒵 ⊆ 𝒩. The use of coherence 

areas is proven as an effective solution to improve voltage-related actions due to these 

phenomena local characteristics, e.g., disturbance propagation and security regions applications 

[19],[126], however, the proposed perspective and application have not yet been explored. The 

definition of critical cores avoids the centralized compensation performed by the system-wide 

approach, allowing a greater range for the system voltage stability margin improvement, 𝜁. 

Moreover, as compensation becomes distributed throughout the network, it is possible to 

continually tackle the development of voltage collapse even when a change in the region 

conducive to this incidence is imposed. 

This feature is clearly shown in Figure 4.2. The proposed area-based strategy can 

improve all coherence areas voltage stability margin, i.e. P-V𝔖 ← 𝒵
‡ ് P-V𝔖 ← 𝒵 ∀ 𝑟 ∈

ሾ1, ℧ሿ. Therefore, allowing the achievement of the required/desired voltage stability margin 

improvement, 𝜁 ∈ ℝ |𝜒 ൌ 0, even for scenarios demanding large improvements in the system 

loading margin. The system responses after the proposed area-based voltage stability support 

are denoted by the superscript ‡, respectively P-V𝔖 ← 𝔖‡ and P-V𝔖 ← 𝒵
‡ ∀ 𝑟 ∈ ሾ1, ℧ሿ. 

 

 
Figure 4.2:  P-V curves for the proposed area-based approach 

 

The initial step to divide the system into coherence areas is the definition of the first 

critical core, 𝛽ଵ
‡, which is given by the system’s most critical PQ-bus, i.e., 𝛽ଵ

‡ ൌ 𝛽ଵ
ற. Following, 

based on the most critical location the neighbor buses belonging to the same area, 𝒵, are 

determined. For this, a scanning process is performed where the association of a candidate bus 
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𝜑 ∈ ℝ, i.e., ൫𝛶 𝛶
‡⁄  𝜑൯; and there exists an electrical connection ሼ𝑖, 𝑗ሽ ∈ 𝒱 between the 

candidate bus and the previously associated buses contained in the same area. Discussions about 

the determination of the partitioning parameter are omitted due to space constraints, the reader 

is referred to [31] where a comprehensive analysis is developed indicating that 𝜑 should be set 

within the range of 0.5 to 0.75. This process is performed for all but the V𝜃 bus, 𝒩〈ఏ〉, which 

is manually associated with the respective coherency area at the end of the process. Next, the 

respective buses collected in 𝒵 are extracted from the set of available buses for network 

partitioning and the process is repeated. After completing the first area division, the next critical 

core, 𝛽
‡, is determined as the most effective PQ-bus that is not contained in the previous area(s) 

division and so on. This procedure is repeated until each bus is allocated in a respective area. 

The process that identifies the coherence areas ሼ𝒵, ∀  𝑟 ∈ ℕሾ1, ℧ሿሽ around their respective 

critical cores ൛𝛽
‡, ∀  𝑟 ∈ ℕሾ1, ℧ሿൟ, is described as follows:   

 

𝛶,⋕
ொ  ൌ Υ,⋕

ఏ , … , Υ
ቚ𝒩ೝ

ುೂቚ,⋕
ఏ , Υ,⋕

 , … , Υ
ቚ𝒩ೝ

ುೂቚ,⋕
 ൨

்

, ∀ 𝑖 ∈ 𝒩
ொ (4.7a) 

 

𝛶,⋕
‡  ൌ max ቀabs൫𝛶,⋕

ொ൯ቁ (4.7b) 

 

𝒵 ൌ ൛൫𝛽
‡൯ ∶ 𝛽

‡ ൌ 𝛽
ொ ห𝛶,⋕

ொ ൌ 𝛶,⋕
‡ , 𝑖 ∈ ℕൣ1, 2⋅ห𝒩〈ொ〉ห൧ൟ (4.7c) 

 

𝒵 ൌ ൛ሺ𝛽ሻ ∶ 𝛶,⋕ 𝛶,⋕
‡⁄  𝜑,   𝑖 ∈ 𝒱 |𝒵ೝ

, 𝑖 ∈ ℕൣ1, ห𝒩〈〉ห2∙ห𝒩〈ொ〉ห ൧ൟ (4.7d) 

 

 𝒩ାଵ
ௌ௬௦ ൌ  𝒩

ௌ௬௦∖𝒵 (4.7e) 

 

 𝒩ାଵ
ொ ൌ 𝒩

ொ∖ 𝒩ାଵ
ௌ௬௦ (4.7f) 

 

where   𝒩
ௌ௬௦, 𝒩

ொ and 𝛶,⋕
ொ respectively denote the sets of all buses, PQ-buses, and criticality 

index of flexible PQ-buses that are not associated with any area. 𝛶,⋕
‡  represents the criticality 

index of the critical core 𝛽
‡. 𝒵 represents the buses collected in a respective coherence area 

𝑟 ∈ ℝ, while 𝛽 denotes the bus corresponding to the criticality index 𝛶,⋕. The initial conditions 

are given by 𝒵ଵ ൌ ∅,  𝒩
ௌ௬௦ ൌ 𝒩, 𝒩ଵ

ொ ൌ 𝒩〈ொ〉. The respective set collecting all critical cores 
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is defined by 𝛣‡ ൌ ൛𝛽ଵ
‡, … , 𝛽℧

‡ൟ ⊆ 𝒩〈ொ〉.  

By using the critical cores and coherence areas knowledge, a novel area-based voltage 

stability index is obtained for each bus. This index, denoted by Ψ,〈∇〉
‡ , is composed of two terms. 

The first term represents the area’s contribution based on the density of critical spots, while the 

second term denotes the respective contribution from the bus based on its criticality 

information. This means that if one area has a very critical location prone to voltage collapse 

but possesses a low density of critical buses, the total compensation in this area will not be 

performed in excess, as compensating this very critical spot renders an overall improvement of 

the area’s voltage stability. On the contrary, if an area has a high density of critical points, 

additional compensation will be required, as the compensation of the single most critical 

location will not lead to an actual improvement of the area voltage stability profile. The 

proposed index Ψ,〈∇〉
‡  and the flexibility contribution of each bus, denoted by the set Ψ〈∇〉

‡  , are 

represented by the following equations. 

 

𝛶,〈∇〉 ൌ ൛൫𝛶,〈∇〉൯ ∶  𝛶,〈∇〉 ൌ 𝛶,⋕ 𝛶,⋕
‡ , 𝛽 ∈ 𝒵⁄ , 𝑖 ∈ ℕሾ1, Γሿ, 𝑟 ∈ ℕሾ1, ℧ ሿሽ (4.8a) 

 

Ψ,〈∇〉
‡ ൌ ൝൫Ψ,〈∇〉

‡ ൯ ∶ Ψ,〈∇〉
‡ ൌ ቆ

ฮ𝛶,〈∇〉ฮ

∑ ฮ𝛶,〈∇〉ฮ℧
ୀଵ

∙
𝛶,〈∇〉

∑ 𝛶,〈∇〉
ೝ
୍ୀଵ

ቇ 

𝛶,〈∇〉 ∈ 𝛶,〈∇〉, 𝑖 ∈ ℕሾ1, Γሿ, 𝑟 ∈ ℕሾ1, ℧ ሿሽ 

(4.8b)  

 

Ψ〈∇〉 ൌ ൛Ψ,〈∇〉
‡ ∙Λ, … , Ψ℧,〈∇〉

‡ ∙Λൟ, 𝑟 ∈ ℕሾ1, ℧ሿ (4.8c)  

 

where 𝛶,〈∇〉 represents the criticality of a generic bus 𝑖 ∈ ℝ, Γ is the number of buses used for 

compensation in area 𝑟 ∈ ℝ, 𝛶,〈∇〉 and Ψ,〈∇〉
‡  are sets containing the buses criticality and 

proposed index of a respective area 𝑟 ∈ ℝ, and Λ represents the total system flexibility usage, 

i.e., ∑ 𝑃〈ோ〉
 𝑃〈ீ〉

 𝑃〈ா〉∈𝒩〈ಽ〉
ൌ Λ. 

A detailed description of the process to obtain the proposed area-based voltage stability 

index is illustrated in Figure 4.3. 
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Figure 4.3: Proposed methodology description 

 

4.5 Results 
 

This section depicts the requirement for area-based voltage stability support as BPSs 

move toward large penetration of RESs. Here, comparative case studies are developed to 

showcase the improvements provided by the proposed approach for modern BPSs’ voltage 

stability support, in contrast to traditional direct system-wide strategies and successive linear 

programming (SLP). For this purpose, case studies are developed employing the IEEE 118-bus 

system [118] modified to represent grid developments, where BPSs are likely to experience 

operating conditions close to their limits with an increase in RESs penetration. The system load 

is doubled in comparison with the base case, and a total of 20 p.u. of additional wind generation 

are eventually distributed on buses as described in Table 4.2. In this analysis, a conservative 
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case study is employed. Loads are modeled as constant power so that voltage reductions would 

not improve the system voltage stability capacity, and a unity power factor is assumed for FRs 

such that the reactive power consumption is maintained at the nominal level. In this 

configuration, the system operates with a voltage stability margin of 108% surpassing the 

Western Electricity Coordinating Council (WECC) minimum requirement of 105% [2]. In this 

standard, the current system operative condition is denoted by 𝓅 𝔖 represents the system loading 

margin at 100%. The requirement for an additional 5% stability margin, 𝜀 ൌ 5%, is an industrial 

standard that seeks to accommodate possible unpredicted load variations adopted by several 

system operators worldwide. 

Table 4.2: RESs placement 

Allocation of RESs (buses) 

106 108 101 79 78 118 43 35 37 

 

Owing to RESs lack of guaranteed power contribution, scenarios with low generation 

states can meaningfully affect the system voltage stability margin and even lead the system to 

operating conditions beyond the voltage stability limit. This scenario requires effective voltage 

support actions to ensure a reliable system operation, which is explored by the performed case 

studies considering FRs usage to ensure secure voltage stability margins in the absence of RESs 

contribution. In this perspective, three main case studies are developed to demonstrate the 

proposed approach's effectiveness: 1) Validation and performance evaluation; 2) Sensitivity 

analysis; and 3) Comparative analysis between FRs and RESs operating under voltage control 

for voltage stability support.  

 

4.5.1 Validation and performance evaluation 

 

The first case study highlights modern BPSs' significant need for voltage stability 

support and the superior ability of the proposed area-based approach to deal with the new 

system operative reality and requirements. For this, comparisons with a traditional direct 

system-wide approach and SLP [127] are performed. The comparative system-wide approach 

is based on the sensitivity of the tangent vector. This technique is proposed in [31] and 

employed in [4] to determine the set of candidate buses for voltage stability support. For this, 

four sub-cases are developed, respectively: Case 1 - System behavior without voltage stability 

support; Case 2 - System behavior with FRs support based on traditional direct system-wide 
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strategy; Case 3 - System behavior with FRs support based on the proposed direct area-based 

voltage stability index; Case 4 - System behavior with FRs support based on successive linear 

programming. 

The respective voltage stability profile of the system for Cases 1-3 are depicted in Figure 

4.4(a)-(b), where P-V𝔖 ← 𝔖 depicts the actual system P-V curve, P-V𝔖 ← 𝒵 are 

representations of the system voltage stability when each respective coherence area 𝒵 assume 

the condition to drive the system to voltage collapse. The system responses without voltage 

stability support (Case 1) are denoted by the representations without superscript, while the 

system behavior after the provision of voltage stability support based on system-wide (Case 2) 

and the proposed area-based approach (Case 3) are respectively denoted by the superscripts † 

and ‡; 𝓅 𝔖 indicates the system operating condition, 𝜁 describes the necessary improvement in 

the system loading margin and 𝜒 represents the residual voltage stability margin to ensure the 

system operates within the established limits by regulation. In this system, nine buses are used 

for FR support, and three coherence areas are defined. 

 

 

(a) 

 

(b) 

Figure 4.4: P-V curves for the system before and after voltage stability support based on (a) system-wide 
strategy;(b) proposed area-based index 

 

Figure 4.4(a) depicts the system behavior for Cases 1-2. Based on Figure 4.4(a), one can 

conclude about the system requirement for voltage stability support, changes in the critical 

region that lead the system to voltage collapse, and the consequent inability of the system-wide 

approach to achieving large improvements in the system load margin. Analyzing Figure 4.4(a), 

one may observe that the most critical region P-V curve for Case 1, i.e., when the dispatchable 

generators provide the network’s expected RES generation and no action is taken to improve 

the system voltage stability margin, P-V𝔖 ← 𝒵ଵ represents the actual overall system voltage 
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stability margin, P-V𝔖 ← 𝔖 ൌ P-V𝔖 ← 𝒵ଵ. In this scenario, although the power/demand 

balance can be achieved, the system would experience voltage collapse, as the system loading 

margin denoted by λൌ0.98 | P-V𝔖 ← 𝔖, is lower than the actual demand requirement, 𝓅 𝔖 ൌ

1.00. In this sense, actions must be taken to improve the system voltage stability to ensure the 

required secure operating condition of λൌ1.05. To achieve this goal, an improvement of 7% in 

the system load margin is necessary, i.e., 𝜁 ൌ 7%. In this sense, first, FRs are used to provide 

voltage stability support based on a system-wide perspective. 

As one may observe, the system-wide strategy can significantly enhance the voltage 

stability margin of the originally most critical region of the system to λൌ1.11 ห𝑃-𝑉𝔖 ← 𝒵ଵ
ற, 

however, this improvement is not translated to the overall system stability margin expressed by 

P-V𝔖 ← 𝔖ற. The centralized actuation in the most critical buses is not able to improve other 

regions voltage stability, P-V𝔖 ← 𝒵
ற ൎ P-V𝔖 ← 𝒵, ∀ 𝑟 ് 1| 𝑟 ∈ ℕሾ1,3ሿ. In contrast, it leads 

to the overcompensation of the previously most critical region of the system, 𝒵ଵ, leading to the 

change of the location responsible to drive the system to voltage collapse to the next most 

critical region, i.e., 𝒵ଶ. Therefore, limiting the system voltage stability margin improvement by 

the subsequent most critical area voltage collapse condition, P-V𝔖 ← 𝔖றൌP-V𝔖 ← 𝒵ଶ
ற, which 

did not have its load margin significantly affected by the performed compensation, i.e., P-V𝔖 ←

𝒵ଶ
ற ൎ P-V𝔖 ← 𝒵ଶ. In this perspective, the system improved stability margin after voltage 

stability support based on system-wide perspective is denoted by λൌ1.01 ห P-V𝔖 ← 𝔖ற. The 

obtained condition is still lower than the WECC safe operating margin criteria of 105%, 

remaining 4% of the required voltage stability margin to be fulfilled, i.e., 𝜒 ൌ 4%. This result 

would inevitably demand costly system expansions and the installation of new infrastructures 

to reach the regulation criteria [2].  

Seeking to fulfill the secure voltage stability margin requirement and avoid costly 

system upgrades, the proposed area-based voltage stability index is employed, being the results 

depicted in Figure 4.4(b). From Figure 4.4(b) one can observe that the FRs usage based on the 

proposed area-based approach leads to an overall improvement in the system voltage stability 

margin. In this scenario, all system coherence areas have achieved the voltage stability margin 

requirement by WECC, i.e., λ1.05 ห𝑃-𝑉𝔖 ← 𝒵
‡ ∀ 𝑟 ∈ ℕሾ1,3ሿ. As well, after performed the 

proposed area-based voltage stability support, the system most critical region is shifted to the 

coherence area 𝒵ଷ, P-V𝔖 ← 𝔖‡ൌP-V𝔖 ← 𝒵ଷ
‡. However, differently from the system-wide 

strategy, the proposed approach distributed action in the network critical cores can satisfactorily 
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address this issue, overcoming the early saturation faced by the system-wide strategies and 

leading to a system voltage stability margin of λൌ1.05 หP-V𝔖 ← 𝔖‡. The obtained results are 

due to the distributed actions in the network most critical cores, which allows for a greater range 

of improvement to the system voltage stability margin, ensuring the required load margin 

improvement of 𝜁ൌ7%|𝜒ൌ0 with a flexibility usage of Λൌ 2.5 p.u..  

Following, a new case study is developed seeking to verify the proposed direct approach 

ability to determine the system most adequate allocation for FRs support in comparison with 

SLP. The obtained results present significant similarity between the proposed direct approach 

and SLP, i.e., 67% of the selected buses for FRs usage are common for both methods. Moreover, 

an equivalent level of voltage stability margin improvement is achieved by both methods using 

the same amount of flexibility, i.e. λൌ1.05 for both Case 3 and Case 4 with a flexibility usage 

of Λൌ 2.5 p.u. These results showcase the proposed direct approach's ability to meaningfully 

improve the system load margin at a significantly reduced computational cost. Eliminating the 

computational burn imposed by the successive iterations necessary for gathering feedback 

information required by optimization technics. 

A summary of the system voltage stability margin is presented for Cases 1-4 in Table 

4.3. The respectively selected buses and their flexibility usage for Cases 2-4 are shown in Table 

4.4, where the totaling of all buses’ flexibility usage for each case study in Table 4.4 must be 

equal to the total amount of flexibility usage defined by Λ.  
 

Table 4.3: Voltage stability margin for different case studies 

 Load margin Max. Load (p.u.) Λ (p.u.) 

Case 1 0.98 72.9a - 

Case 2 1.01 75.1 2.5 

Case 3 1.05 78.0 2.5 

Case 4 1.05 78.3 2.5 
a𝓅 𝔖 = 74.4 p.u. 

Table 4.4: Flexibility usage outlook for Λ=2.5 p.u.a 

Case 2: Traditional system-wide method 

Bus 109 108 106 101 94 102 95 93 86 

Ψ,〈∇〉 (p.u.) 0.53 0.51 0.46 0.19 0.17 0.17 0.16 0.16 0.15 

Case 3: Proposed area-based index, Γൌ3, ∀ 𝑟 ∈ ℕሾ1,3ሿ 
Bus 𝑖 109 108 106 41 39 44 33 35 117 

Ψ,〈∇〉 (p.u.) 0.29 0.28 0.25 0.29 0.29 0.22 0.29 0.29 0.29 

Case 4: Successive Linear Programming 

Bus 𝑖  109 108 106 41 39 117 2 3 13 

Ψ,〈∇〉 (p.u.)  0.25 0.24 0.21 0.53 0.35 0.24 0.32 0.21 0.07 
a𝜑〈௫〉

∙ 𝑃〈〉
ൌ Ψ,〈∇〉 
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4.5.2 Sensitivity analysis 

 

In this section, sensitivity analyses are performed to investigate the influence of loads 

uncertainty and FRs' usage impact on the system voltage stability margin. The performed case 

studies present global system sensitivities, seeking to highlight the proposed method's 

capability to meet secure voltage stability margins, prevent early saturation, and significantly 

improve the system voltage stability margin range.  

First, the impact of load uncertainty is addressed by featuring load scenarios extracted 

from [65]. These case studies denoted as S1, S2, and S3 represent the system loading for 98%, 

100%, and 102%, respectively. Obtained results indicate that the proposed approach can 

satisfactorily address loads uncertainty without prejudice to the guarantee of secure voltage 

stability margin. In all analyzed case studies, the necessary range of improvement is met, i.e., 

there is no remaining voltage stability margin to be fulfilled, 𝜒 ൌ 0%. The flexibility usage for 

each scenario is respectively, S1: 𝜁 ൌ 5%| Λൌ 1.5 p.u.;  S2: 𝜁 ൌ 5%| Λൌ 2.5 p.u.; and S3: 

𝜁ൌ5%| Λ ൌ  4.0 p.u.. A detailed description of each bus contribution is presented in Table 4.5. 

 

Table 4.5: Flexibility usage for an operational outlook considering loads uncertainty 

             Bus 
 

Ψ,〈∇〉 (p.u.)           
109 108 106 101 94 102 95 93 86 

Λ 
(p.u.) 

S1 0.18 0.17 0.15 0.18 0.17 0.13 0.17 0.17 0.17 1.5 

S2 0.29 0.28 0.25 0.29 0.29 0.22 0.29 0.29 0.29 2.5 

S3 0.47 0.45 0.41 0.47 0.46 0.35 0.47 0.47 0.46 4.0 

 

Next, the sensitivity of voltage stability margin concerning FRs usage is investigated 

and illustrated in Figure 4.5. For this, a strategy similar to the one presented in [66] is employed, 

in which successive variations in the use of flexibility are performed and the voltage stability 

margin of the system is analyzed. As one may observe, the proposed approach sustains 

significant improvements in the system voltage stability margin with the increasing usage of 

flexibility. Moreover, a large improvement in the operational range is verified. This result is 

expected given the proposed area-based index distributed action in the network critical cores. 

In this perspective, all system coherence areas are compensated considering the criticality of 

the respective region, therefore avoiding the overcompensation in a single region and the 

consequent inefficiency in the overall improvement of system voltage stability margin. For 

comparison’s sake, a traditional system-wide approach is presented, where one can observe a 
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rapid saturation with a flexibility usage of Λൌ0.4 due to its centralized compensation in the 

most critical buses. 

In addition, it should be noted that local voltage stability sensitivity metrics are 

embedded in the proposed approach to defining the respective candidate buses. In this sense, 

the selected buses for FR usage depicted in Table 4.4, represent the system's most locally 

sensible buses under-voltage stability perspective. 

 

 
Figure 4.5: Sensitivity of voltage stability margin for different flexibility usage levels 

 

4.5.3 Flexible resources and RES operating under voltage control  

 

This section seeks to assess FRs' ability to improve voltage stability in comparison, and 

association, with RES generation under voltage control. Different FRs are considered, including 

dispatchable DGs of rated power {15,8,10,14}  MVA connected in buses {109,108,41,33}; EVs 

with level 2 chargers presenting charging/discharging capacity of 11 kW associated in the 

respective amounts, i.e. number of EVs, {250, 250, 380; 330, 460, 290, 150, 240, 190} at 

selected buses for flexibility support, i.e. buses {109, 108, 106, 41, 39, 44, 33, 35 117}; as well 

as DR capacity as necessary.  The dispatch of FRs is based on priority rank seeking to maximize 

demand supplying, i.e., DGs are the first to be used, followed by EVs, and in case that additional 

flexibility is necessary DR is applied. Given the chapter goal of improving power systems 

voltage stability, renewables operating under voltage control have their reactive power focused 

on load margin enhancement [128], i.e.,  ℱ⋄ ൌ 𝜆 െ 𝐶௩∙ൣ∑ max൫0, |𝑉| െ 𝑉 ൯∀ 
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∑ max൫0, |𝑉| െ 𝑉 ൯∀ ൧, where each unit has the following local setting 𝑄ൌConstr ቆ𝑄𝛼
⋄∙∆𝑃,

ට𝑆
 ଶ െ ൫𝑃∆𝑃൯

ଶ
ቇቤ 𝑉  𝑉 , Constrሺ𝔵, 𝔵 ሻൌ ቄ𝔵, |𝔵|  𝔵 ;  ቀ

𝔵

|𝔵|
ቁ ∙𝔵  , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒ቅ, where ℱ⋄ 

denotes the objective function, 𝐶௩ is the penalty term for voltage violation, 𝑉  and 𝑉  denote the 

maximum and minimum operational voltage limits, 𝑆
  is the unit rated power capacity, 𝛼

⋄ is 

the slope coefficient and 𝑄 and 𝑃 are reactive and active power setpoints. 

Here three comparative case studies are presented: 1) RESs operating under voltage 

control, 𝔖∗; 2) Sole use of FRs, 𝔖‡; 3) Combined use of FRs and RESs operating under voltage 

control, 𝔖∗,‡. The respective results are depicted in Figure 4.6. 

 

  
Figure 4.6: Comparative analyses of voltage stability margin considering renewables operation under voltage 

control and FR 

 

As one may observe, RESs operation under voltage control can improve the system load 

margin up to 103% using a combined total of 8.3 p.u. Still, their contribution is not sufficient 

for ensuring the necessary secure load margin established by WECC regulation, i.e., 105%. 

This perspective is significantly enhanced considering the use of FRs. As depicted by P-V ←

𝔖‡ in Figure 4.6, with the same 8.3 p.u. of FRs usage, one can achieve a system voltage stability 

margin of 110%. This result significantly surpasses WECC operational requirements and 

represents an improvement of 42% in comparison with RESs support. Demonstrating that FRs 

are more effective than RESs operating under voltage control to improve the system voltage 

stability. These results are expected as FRs' dispatch are performed from the system most 
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critical buses under-voltage stability perspective, whereas RESs contributions are conditioned 

to the location of the unit installation. These locations are typically subjected to the availability 

of potential capacity for the respective development, e.g., wind generators, and may not be the 

most adequate location for voltage stability support. 

 Still, a combined operation of RESs under voltage control and FRs can significantly 

improve the system voltage stability and lead to more efficient use of FRs. In this case, RESs 

action takes priority over FRs, which are used to fulfill the remaining gap to ensure secure 

voltage stability margins. This combined operation leads to meaningful benefits as FRs usage 

is significantly reduced. A comparison with Case 2 in Section 4.1 indicates that by combining 

the use of FRs and RESs under voltage control, a reduction of 56% in the total application of 

FRs is achieved. Moreover, this reduction represents a decrease of 73% in DR usage when 

considering multiple sources of flexibility, which can significantly avoid possible curtailments 

requirements. The detailed load margin is illustrated by P-V ← 𝔖‡ in Figure 4.6, while the 

contribution of each group is depicted in Table 4.6. 

 

Table 4.6: Individual contributions for combined operation of FRs and RESs under voltage control for voltage 
stability margin improvement 

R
E

S
 Bus 𝑖  106 108 101 79 78 118 43 35 37 

𝑄〈ீ〉 (p.u.) 1.5 1.0 0.7 0.4 1.5 1.4 0.2 0.5 1.1 

Fl
ex

ib
le

 
re

so
ur

ce
s 

Bus 𝑖 109 108 106 41 39 44 33 35 117 
Ψ,〈∇〉 (p.u.) 0.13 0.12 0.11 0.13 0.13 0.1 0.13 0.13 0.13 
DGs  100% 67% - 77% - - 100% - - 
EVs - 33% 76% 23% 78% 64% - 41% 32% 
DR - - 24% - 22% 36% - 59% 68% 

 

4.6  Summary 
 

Traditional methods may no longer be efficient for securing safe voltage stability 

margins for BPSs moving toward large penetration of intermittent RESs. In this chapter, a novel 

area-based outlook using FRs is proposed to tackle this new BPS perspective. The proposed 

approach can overcome the early saturation in the improvement of the BPS voltage stability 

margin faced by traditional centralized strategies that may endanger the achievement of secure 

operative conditions for modern BPSs. For this, the system's most critical cores and their 

respective coherence areas are identified. Based on this information a novel distributed voltage 

stability index is developed. The results indicate that the application of the proposed index to 
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identify effective buses for voltage support and their respective ability to increase the system 

load margin, in association with FRs, can greatly improve and secure safe static voltage stability 

margins. The main contributions of this work can be summarized as follows: 

- Proposal of a novel area-based voltage stability index considering BPS coherence areas 

and critical cores. 

- Development of a new outlook for voltage stability support of modern BPS based on 

FRs. 

- Prevention of early saturation in improving the overall system voltage stability margin 

due to centralized overcompensation. 

- Significant enhancement of BPS voltage stability margin range, a critical condition for 

a BPS with large penetration of intermittent RESs generation. 
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Chapter 5: Distributed Load Restoration for Integrated 
Transmission and Distribution Systems with Multi-

Microgrids 
 

5.1  Context and Overview 
 

In Chapter 1, the literature review has revealed that is a gap for restoration method 

focused on harnessing DER coordination capacity to improve integrated BPS restoration under 

frequency reserves perspective. In addition, given the management of TS and DS by separate 

operators, respectively TS operators (TSOs) and DS operators (DSOs), within different states 

and provinces [9],[75], additional considerations of control areas are necessary to represent 

these possible different jurisdictions. These perspectives can be significantly enhanced 

considering the MMG concept. Improved MMG controllability allows for effective 

coordination of several MGs and DERs connected to adjacent feeders enabling an improved 

sharing of locally available resources [129]-[130]. In addition, MMGs control areas can 

significantly simplify the design of the optimization problem and ensure that regional and local 

jurisdictions are respected, i.e., priority, preferences, and antecedents between the different 

system levels for an effective BPS restoration process [131]. Still, these features are yet to be 

explored for integrated DS-TS restoration perspectives. 

In this sense, taking advantage of available resources in modern BPS and MMG control 

areas, this chapter proposes a novel integrated TS-DS restoration method. First, the 

consideration of MMGs provides a meaningful ability to coordinate multiple DSs, i.e., local-

local control level, and to establish an interfacing layer between TS and DSs, i.e., local-global 

control level. This perspective significantly enhances the sharing of available PFR and SFR 

among different system levels and harnesses previously untapped frequency reserve capacity, 

which is inaccessible considering available state-of-art approaches. Next, aware of the multiple 

regulations and jurisdictions imposed for sharing resources between DS- and TS-level, i.e., 

local and state or provincial regulatory jurisdictions [9],[131], the restoration problem is 

reformulated considering a priority rule-based optimization. Independent System Operators 

(ISOs) and Regional Transmission Organizations (RTOs) can be responsible for single or 

multiple states, which would require local MGs to follow different jurisdictions. Thus, the 

proposed method divides the BPS restoration into multiple hierarchical subproblems 
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representative of the distinct jurisdiction levels within the BPS. The proposed optimization 

strategy is verified through simulation of case studies considering the literature state-of-art and 

BPS benchmark solutions. Obtained results showcase a meaningful improvement in the BPS 

service restoration capacity and speed at both local and global levels, considering the same 

availability of generating reserves. The remainder of this chapter is organized as follows: 

Section 6.2 presents the formulation of the integrated BPS restoration based on MMG and 

frequency reserves. In Section 6.3, the proposed methodology is validated presenting obtained 

results and comparative analysis. Section 6.4 concludes this chapter by summarizing its main 

findings. 

 

5.2  Proposed Integrated BPS Restoration Based on MMG and 
Frequency Reserve 

 

Considering the immediate need for frequency reserves support from DS-level during 

BPS restoration, while taking advantage of the new opportunities enabled by the meaningful 

improvements on controllability provided by MMG control areas, this chapter proposes a novel 

integrated TS-DS restoration method focused on the effective harnessing of local frequency 

reserves to support the BPS restoration. The proposed method capitalizes on MMGs ability to 

coordinate multiple DSs, i.e., local-local control level, as well as its interfacing layer between 

DSs and TS, i.e., local-global control level, to enhance the sharing of available PFR and SFR 

among different system levels and harness previously untapped reserve capacities inaccessible 

considering available state-of-art approaches.  

To this end, based on the generic restoration problem formulation described in [79], an 

augmented BPS restoration strategy considering MMG control areas is developed. The 

proposed method considers multiple decentralized constraint subproblems representative of the 

different control areas and jurisdiction levels within the BPS, respectively depicted in (5.1b)-

(5.1c), (5.1d)-(5.1e), and (5.1f)-(5.1g) for TS-(global) level, MMG-level and MG-(local) level 

coupled by (5.1h)-(5.1i), allowing for simplified coordination and satisfaction of the multiple 

regulations and jurisdictions levels for reserves sharing within the BPS. 

Next, given regulations and jurisdictions hierarchical perspective, where local systems 

requisites exceed regional requirements priority and so on subsequently [131], a priority rule-

based optimization perspective is considered to ensure an effective and coherent restoration 

process [70]-[71]. The proposed strategy presents an upper-lower solution approach 
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guaranteeing the optimization of the functionality of resources at their appropriate system level 

before proceeding to their use at a subsequent control level. Thus, it enables a hierarchical 

decoupling of the BPS restoration problem (5.1h)-(5.1i) and its reformulation in three mixed-

integer linear programming (MILP) models, respectively characterized as high-, middle- and 

low- control levels. These optimization levels are detailed depicted in the following sections, 

where the coupling interfaces between them are represented in (5.2a)-(5.2e) and illustrated in 

Figure 5.1.  

These perspectives enable the design of a new restoration strategy capable of 

significantly improving the capacity and speed of load service restoration at both local and 

global levels, while simultaneously simplifying the coordination and satisfaction of the multiple 

regulations and jurisdictions levels for reserves sharing within the BPS. 

 

  
Figure 5.1:  Proposed BPS restoration schematic 
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(5.1a) 

 

s.t.,  

𝑔்ௌ ቀ𝔁〈〉
்ௌ , 𝑷〈ீ〉

்ௌ , 𝓉〈〉 
, 𝑇ቁ  0,   ∀ 𝑚 ∈ 𝒩 

ெெீ (5.1b)  
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ℎ்ௌ൫𝔁〈〉
்ௌ , 𝑷〈ீ〉

்ௌ , 𝓉〈〉
, 𝑇൯ ൌ 0, ∀ 𝑚 ∈ 𝒩 

ெெீ (5.1c)  

 

𝑔
ௌିெெீ൫𝔁〈〉

ௌିெெீ, 𝑷〈〉
ௌିெெீ, 𝓇〈〉

, 𝓉〈〉,
൯  0,

∀ 𝑚 ∈ 𝒩 
ெெீ, 𝑛 ∈ 𝒩

ெெீ 
(5.1d)  

 

ℎ
ௌିெெீ൫𝔁〈〉

ௌିெெீ, 𝑷〈〉
ௌିெெீ, 𝓇〈〉

, 𝓉〈〉,
൯ ൌ 0,

∀ 𝑚 ∈ 𝒩 
ெெீ, 𝑛 ∈ 𝒩

ெெீ 
(5.1e)  

 

𝑔,
ௌିெீ ቀ𝔁〈〉,

ௌିெீ, 𝑷〈〉,
ௌିெீ, 𝓇〈〉,

ቁ  0, ∀ 𝑚 ∈ 𝒩 
ெெீ, 𝑛 ∈ 𝒩

ெெீ (5.1f)  

 

ℎ,
ௌିெீ ቀ𝔁〈〉,

ௌିெீ, 𝑷〈〉,
ௌିெீ, 𝓇〈〉,

ቁ ൌ 0, ∀ 𝑚 ∈ 𝒩 
ெெீ, 𝑛 ∈ 𝒩

ெெீ (5.1g)  

 

𝜎 ൌ 𝓉〈〉
െ 𝓇〈〉

, ∀ 𝑚 ∈ 𝒩 
ெெீ (5.1h)  

 

𝜎, ൌ 𝓉〈〉,
െ 𝓇〈〉,

, ∀ 𝑚 ∈ 𝒩 
ெெீ, 𝑛 ∈ 𝒩

ெெீ (5.1i)  

 

where, 

𝓉〈〉,
െ 𝓇〈〉,

 𝜎,், ∀ 𝑖 ∈ 𝒩 
ெெீ ∧  𝑖 ൌ ሼ𝑚, 𝑛ሽ | 𝑚 ∈ 𝒩 

ெெீ, 𝑛 ∈ 𝒩
ெெீ (5.2a) 

 

𝓇〈〉,
 𝒞,்

,        ∀ 𝑗 ∈ 𝒩ௌ (5.2b) 

 

𝓇〈〉,
 𝓉ሚ〈〉

 𝒞,்
,        ∀ 𝑗 ∈ 𝒩ௌ  (5.2c) 

 

ൣ𝓉〈〉
 𝓇〈〉

൧ ൌ ൣ൛𝑷〈〉
்ௌ , 𝒚〈〉

்ௌ ൟ ൛𝑷〈〉
ெெீ, 𝒚〈〉

ெெீൟ൧ (5.2d) 

 

ൣ𝓉〈〉,
 𝓇〈〉,

൧ ൌ ቂቄ𝑷〈〉,
ெெீ , 𝒚〈〉,

ெெீ ቅ ቄ𝑷〈〉,
ெீ , 𝒚〈〉,

ெீ ቅቃ (5.2e) 

 

For this formulation, 𝒸〈〉
்ௌ  and 𝒸〈〉

ௌ, are weighting coefficients of TS and DSs, 𝑃〈〉 
்ௌ  and 

𝑃〈〉
ௌ  are restored loads of TS and DSs, 𝔁〈〉

்ௌ  and 𝔁〈〉
ௌ are load pick-up status in TS and DS, 𝑷〈ீ〉

்ௌ  

and 𝑷〈ீ〉
ௌ  are power supports by TS and DSs generating units and 𝒻ሺ∙ሻ is a function that 
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represents the interaction between pick-up time, 𝑇, and generator output. 𝒩〈〉
்ௌ and 𝒩〈〉ೕ

ௌ  are set 

of TS and DS loads, 𝒩ௌ is set of DSs, 𝒩 
ெெீ is the set of MMGs, 𝜎 and 𝜎, are subsystems 

coupling terms, 𝓉〈〉 
and 𝓉〈〉,

 are target variables in TS and MMG subproblems, whereas 

𝓇〈〉
and 𝓇〈〉,

 are response variables in MMG and MG subproblems. 𝒞,்
 and 𝒞,்

 are local 

and complicating variables, the solution 𝓉ሚ〈〉,
ൌ 𝓉〈〉,

 is computed in the current horizon 𝑇 for 

all subproblems, and 𝜎 ൌ 𝓉〈〉,
െ 𝓉〈〉,

. It should be noted that although TS and DS are 

physically interconnected through feeders at substations, the coordination of resources during 

the restoration process between TSO and DSO is held based on these system control areas, 

given the proposed method distributed restoration perspective. 

A detailed description of the process to obtain the proposed BPS restoration is illustrated 

in Figure 5.2. 

 

 
Figure 5.2: Algorithm flowchart 
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𝑃〈థ〉ሺೕ,ሻ,
ெெீ ቁ, where 𝑃〈〉ℓ,

ெீ  is MG local load, 𝑃〈థ〉ሺ,ೕሻ,
ெெீ  and 𝑃〈థ〉ሺೕ,ሻ,

ெெீ  are possible surplus contributions 

to, or support by, neighbor MGs contained in the same MMG control area, 𝑃〈థ〉ሺ,ሻ,షభ
ெெீି்ௌ  is power 

contribution from MG 𝑛 of MMG 𝑚 to TS and 𝒩〈థ〉
ெெீis a set of tie lines between MGs of 

MMG 𝑚. The restoration problem objective function is described by (5.3), presenting fixed 

boundary variables, i.e., PFR and SFR, for MMG- and TS-level contributions. The objective 

function (5.3) contains the generation and load shedding costs, 𝒸〈ீ〉ℊ
ெீ  and 𝒸〈ௌ〉ℓ

ெீ , the generated 

power by conventional and DERs units 𝑃〈ீ〉ℊ,
ெீ  and load shedding 𝑃〈ௌ〉ℓ,

ெீ , while 𝒩〈ீ〉,
ெீ  is a set 

of conventional and DERs generating units and 𝒩〈〉,
ெீ  is a set of loads of MG 𝑛 of MMG 𝑚. 

Constraint (5.4) is the power balance equation, and constraint (5.5) represents the limits of load 

shedding. At the same time (5.6)-(5.7) are lower ሺ∙ሻ and upper ሺ∙ሻ capacity limits considering 

the PFR 𝒴〈ீ〉ℊ,
 , reserve margin 𝑅〈ீ〉ℊ,

  and 𝒾ℊ,்
   is DERs commitment indicator. Constraints 

(5.8)-(5.9) are regulation reserve capacity limit and system regulation reserve requirement, 

𝑅𝐸𝐺ℊൌ𝜌∙ ∑ 𝑃〈ீ〉ℊ,


ℊ ∈ 𝒩〈ಸ〉
 , where 𝒩〈ீ〉

 ൌ𝒩〈ீ〉,
ெீ  and Γ → 𝑀𝐺. Constraints (5.10)-(5.11), (5.12)-

(5.13) and (5.14)-(5.15) are DERs units’ maximum ramp-up/down, minimum up/down time, 

and ON/OFF status, where 𝑃〈ீ〉ℊ,షభ
ெெீି்ௌ  and 𝑃〈ீ〉ℊ,షభ

ெெீ  are redispatched power parcels from DERs 

units of MGs in the MMG- and TS- levels, 𝓊ℊ,்
  and 𝒹ℊ,்

  are start-up and shutdown indicators, 

𝑈𝑇ℊ
  and 𝐷𝑇ℊ

  are minimum up and down time of DERs. Constraints (5.16)-(5.18) ensure 

sufficient PFR to prevent UFLS level and recover the Area Control Error  (ACE) within the 

required time limit, where 𝓎〈ீ〉ℊ,
ெீ is PFR deployed by DERs of MGs and ∆𝑝〈ீ〉 

 ൌ∆𝑃〈ீ〉, 

ୋ . 

 

𝑚𝑖𝑛 ൮  𝒸〈ீ〉ℊ
ெீ ∙𝑃〈ீ〉ℊ,

ெீ

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

  𝒸〈ௌ〉ℓ
ெீ ∙𝑃〈ௌ〉ℓ,

ெீ

ℓ∈ 𝒩〈ಽ〉,
ಾಸ

൲ , ∀ 𝑇 (5.3) 

 

s.t., 

 

 𝑃〈ீ〉ℊ,
ெீ

ℊ ∈ 𝒩〈ಸ〉,
ಾಸ

   𝑃〈ௌ〉ℓ,
ெீ

ℓ ∈ 𝒩〈ಽ〉,
ಾಸ

 ൌ   𝑃〈〉ℓ,
ெீ

ℓ ∈ 𝒩〈ಽ〉,
ಾಸ

    (5.4) 
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  ቀ𝑃〈థ〉ሺ,ೕሻ,
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்ିଵ
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0    𝑃〈ௌ〉ℓ,
ெீ

ℓ ∈ 𝒩〈ಽ〉,
ಾಸ

  𝑃〈〉 
ெீ (5.5) 

 

𝑃〈ீ〉ℊ,
   𝒴〈ீ〉ℊ,

  𝑅〈ீ〉ℊ,
    𝒾ℊ,்

  ⋅ 𝑃〈ீ〉ℊ
  (5.6) 

 

𝑃〈ீ〉ℊ,
 െ 𝑅〈ீ〉ℊ,

    𝒾ℊ,்
  ⋅𝑃〈ீ〉ℊ

  (5.7) 

 

0  𝑅〈ீ〉ℊ,
    5⋅𝑅𝑅ℊ

  (5.8) 

 

 𝑅〈ீ〉ℊ,
 

ℊ ∈ 𝒩〈ಸ〉


   𝑅𝐸𝐺ℊ (5.9) 

 

𝑃〈ீ〉ℊ,
ெீ െ 𝑃〈ீ〉ℊ,షభ

ெீ െ 𝑃〈ீ〉ℊ,షభ
ெெீ െ 𝑃〈ீ〉ℊ,షభ

ெெீି்ௌ  𝑅𝑅ℊ
 ∙൫1 െ 𝓊ℊ,்
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ெீ ⋅𝓊ℊ,்

  (5.10) 
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ெெீ   𝑃〈ீ〉ℊ,షభ
ெீ െ 𝑃〈ீ〉ℊ,

ெீ  𝑅𝑅ℊ
 ∙൫1 െ 𝒹ℊ,்

 ൯  𝑃〈ீ〉ℊ
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  (5.11) 
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 ିଵ
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 ൫1 െ 𝒾ℊ,்
  ൯

்ା ℊ்
 ିଵ
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 ∙𝒹ℊ,்

  (5.13) 

 

𝓊ℊ,்
 െ 𝒹ℊ,்

 ൌ 𝒾ℊ,்
  െ 𝒾ℊ,்ିଵ

   (5.14) 

 

𝓊ℊ,்
  𝒹ℊ,்

  1 (5.15) 

 



65 
 

 
 

𝒴〈ீ〉ℊ,
   𝓎〈ீ〉ℊ,

  (5.16) 

 

𝓎〈ீ〉ℊ,
  𝑟𝑟ℊ

  ∙
4∙ ∑ ൫𝐻ℊ

  ∙𝒾ℊ,்
  ൯ℊ ∈ 𝒩〈ಸ〉

 ∙ሺ𝜔 െ 0.5∙∆𝜔ௗ െ 𝜔ிௌሻ

∆𝑝〈ீ〉 
  (5.17) 

 

 𝓎〈ீ〉ℊ,
ெீ 

ℊ ∈ 𝒩〈ಸ〉,
ಾಸ

 𝛼∙  ቀ𝑃〈ீ〉ℊ,
ெீ െ 𝑃〈ீ〉ℊ,షభ

ெீ െ 𝑃〈ீ〉ℊ,షభ
ெெீ െ 𝑃〈ீ〉ℊ,షభ

ெெீି்ௌ ቁ
ℊ ∈ 𝒩〈ಸ〉,

ಾಸ

 (5.18) 

 
 

5.2.2 Middle-level 

 

The middle-level is responsible for coordinating frequency reserves transactions 

between interconnected MGs presented in a MMG control region, local-local control level, 

according to the surplus or deficit of each MG 𝑛 ∈ 𝒩
ெெீ| 𝑚 ∈ 𝒩 

ெெீ as supportable by 

regional regulations and jurisdictions (as they are contained in the same RE/ISO). This 

enhanced control framework allows for the direct improvement of local service, as loads, 

previous not attended during the low-level subproblem can be supported by another local 

system with surplus capacity, i.e., 𝑃〈ீ〉ℊ,
ெெீ  ∆𝑝ℊ,்ቚ  ∑ 𝑃〈ௌ〉ℓ,

ெீ
ℓ ∈ 𝒩〈ಽ〉,

ಾಸ ൌ0, ∀ ℊ ∈ 𝒩〈ீ〉,
ெீ . 

Further, this perspective can also untap frequency reserves capacity at the local-global control 

level, i.e., if a local MG has the steady-state capacity, SFR, but does not have the dynamic 

capacity, PFR, e.g., low inertia systems, this SFR capacity would be tapped. Therefore, with 

the local-local coordination of PFR, this capacity can now be untapped leading to an overall 

increase in the BPS SFR capacity at the global level, ∑ 𝑃〈ீ〉ℊ,
ெெீ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ                    

∑ 𝓎〈ீ〉ሺ,ሻ,
ெெீ

 ∈ 𝒩
ಾಾಸ , where  𝓎〈ீ〉ℊ,

ெெீ  is the PFR shared between MGs of a MMG control area. 

For this, the maximum PFR and SFR surplus capacities are given respectively by (2.13) and 

(5.19a)-(5.19c).  

 

∆𝑝ℊ,்ൌ ൞

 𝑚𝑖𝑛൫Δ𝑝ℊ,்
ଵ , Δ𝑝ℊ,்

ଶ ൯, 𝐼ℊ,்ିଵ
  ൌ1

Δ𝑝ℊ,்
ଵ , 𝑇ℊ,்

 െ 𝐷𝑇ℊ
 0 ∧  𝐼ℊ,்ିଵ

 ൌ0
0, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (5.19a) 
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Δ𝑝ℊ,்
ଵ ൌ 𝑃〈ீ〉ℊ

ெீ െ 𝑃〈ீ〉ℊ,
ெீ െ 𝑅〈ீ〉ℊ,

  (5.19b) 

 

Δ𝑝ℊ,்
ଶ ൌ𝑃〈ீ〉ℊ,షభ

ெீ  𝑃〈ீ〉ℊ,షభ
ெெீ  𝑃〈ீ〉ℊ,షభ

ெெீି்ௌ  𝑅𝑅ℊ
 െ 𝑃〈ீ〉ℊ,

ெீ  (5.19c) 

 

In the objective function (5.20), 𝑃〈ௌ〉ℓ,
ெெீ  and 𝓎〈థ〉ሺ,ೕሻ,

ெெீ  are the updated load shedding and 

deployed PFR by MGs and 𝒸〈థ〉,ೕ
ெெீ is transmission cost. Constraints (5.21)-(5.23) are the power 

balance equation, limits of load shedding, and generation which depend on the deficit and 

surplus of each MG determined at the low-level.  Constraints (5.24)-(5.27) denote limits of 

power transferred between MGs considering regulation reserve requirement, where 𝜏〈థ〉ሺ,ೕሻ
   is 

the tie line available between MGs and ΓΓ → 𝑀𝑀𝐺 . Constraints (5.28)-(5.31) depict PFR and 

SFR sharing between MGs within the MMG control area. 

 

𝑚𝑖𝑛

⎣
⎢
⎢
⎢
⎡



⎝

⎜
⎛

 𝒸〈ீ〉ℊ
ெீ ∙𝑃〈ீ〉ℊ,

ெெீ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

  𝒸〈ௌ〉ℓ
ெீ ∙𝑃〈ௌ〉ℓ,

ெெீ 

ℓ ∈ 𝒩〈ಽ〉,
ಾಸ ∈ 𝒩

ಾಾಸ

  𝒸〈థ〉,ೕ
ெெீ∙ ቀ𝑃〈థ〉ሺ,ೕሻ,

ெெீ  𝓎〈థ〉ሺ,ೕሻ,
ெெீ ቁ

ሺ,ሻ ∈ 𝒩〈ഝ〉,
ಾಾಸ

ஷ ⎠

⎟
⎞

⎦
⎥
⎥
⎥
⎤

, ∀ 𝑇 

(5.20) 

 

s.t., 

 

 𝑃〈ீ〉ℊ,
ெெீ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

  ቀ𝑃〈ௌ〉ℓ,
ெெீ െ 𝑃〈ௌ〉ℓ,

ெீ ቁ
ℓ ∈ 𝒩〈ಽ〉,

ಾಸ

  ቀ𝑃〈థ〉ሺ,ೕሻ,
ெெீ െ 𝑃〈థ〉ሺೕ,ሻ,

ெெீ ቁ
ሺ,ሻ ∈ 𝒩〈ഝ〉,

ಾಾಸ

ஷ

ൌ 0, ∀ 𝑛 ∈ 𝒩
ெெீ 

(5.21) 

 

0  𝑃〈ௌ〉ℓ,
ெெீ  𝑃〈ௌ〉ℓ,

ெீ  (5.22) 

 

0  𝑃〈ீ〉ℊ,
ெெீ   ∆𝑝ℊ,், ∀ ℊ ∈  𝒩〈ீ〉,

ெீ , 𝑛 ∈ 𝒩
ெெீ (5.23) 
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0  𝑃〈థ〉ሺ,ೕሻ,
  𝜏〈థ〉ሺ,ೕሻ

 ∙𝑃〈థ〉ሺ,ೕሻ
 , 𝑗 ് 𝑖 (5.24) 

 

0  𝑃〈థ〉ሺೕ,ሻ,
  𝜏〈థ〉ሺ,ೕሻ

 ∙𝑃〈థ〉ሺ,ೕሻ
 , 𝑗 ് 𝑖 (5.25) 

 

 𝑃〈థ〉ሺ,ೕሻ,
ெெீ

ሺ,ሻ ∈ 𝒩〈ഝ〉,
ಾಾಸ

ஷ

  𝑃〈ீ〉ℊ,
ெெீ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

 
(5.26) 

 

 ቀ𝑃〈ீ〉ℊ,
ெீ  𝑃〈ீ〉ℊ,

ெெீ ቁ
ℊ ∈ 𝒩〈ಸ〉,

ಾಸ

∙ሺ1  𝜌ሻ   ቀ𝒾ℊ,்
  ⋅𝑃〈ீ〉ℊ

ெீ ቁ
ℊ ∈ 𝒩〈ಸ〉,

ಾಸ

,   ∀ 𝑛 ∈ 𝒩
ெெீ (5.27) 

 

𝓎〈ீ〉ሺ,ሻ,
ெெீ   ቀ𝓎〈ீ〉ℊ,

ெீ തതതതതതതത െ 𝓎〈ீ〉ℊ,
 ெீ ቁ

ℊ ∈ 𝒩〈ಸ〉,
ಾಸ

, ∀ 𝑛 ∈𝒩
ெெீ (5.28) 

 

𝓎〈ீ〉ሺ,ሻ,
ெெீ   ቀ𝓎〈థ〉ሺ,ೕሻ,

ெெீ െ 𝓎〈థ〉ሺೕ,ሻ,
ெெீ ቁ

ሺ,ሻ ∈ 𝒩〈ഝ〉,
ಾಾಸ

ஷ

െ  𝑃〈ீ〉ℊ,
ெெீ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

ൌ 0,   

∀ 𝑛 ∈ 𝒩
ெெீ 

(5.29) 

 

 𝓎〈థ〉ሺ,ೕሻ,
ெெீ

ሺ,ሻ ∈ 𝒩〈ഝ〉,
ಾಾಸ

ஷ

 𝓎〈ீ〉ሺ,ሻ,
ெெீ , ∀ 𝑛 ∈ 𝒩

ெெீ 
(5.30) 

 

 𝑃〈ீ〉ℊ,
ெெீ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

  𝓎〈ீ〉ሺ,ሻ,
ெெீ

 ∈ 𝒩
ಾಾಸ

, ∀ 𝑛 ∈ 𝒩
ெெீ  (5.31) 

 

5.2.3 High-level 

 
 

The high-level is TS restoration considering the integration of DS-level support. Here, 

the optimization problem takes advantage of available frequency reserves at regional levels, 

i.e., MMG level, to enhance the overall BPS restoration. The objective function is represented 

in (5.32). For this, constraints (5.6)-(5.9), (5.12)-(5.17) and (5.33)-(5.41) denote the BPS 

restoration capacity considering the complicating restrictions depicting the participation of 
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coordinated DS-level resources at MMG control areas. Constraints (5.33) represent power 

balance for TS, while (5.34)-(5.35) describes power and reserves balance between MMGs to 

assist TS. DERs and loads operational constraints of TS and MMGs, including capacity and 

ramping limits, are represented by (5.36)-(5.38) and (5.39)-(5.40). Constraints (5.41)-(5.45) 

illustrate limits for inter-area frequency reserves contributions. 

 

              𝑚𝑖𝑛

⎩
⎪
⎨

⎪
⎧

 𝒸〈ீ〉
்ௌ ∙𝑃〈ீ〉,

்ௌ

 ∈ 𝒩〈ಸ〉 
ೄ

  𝒸〈ௌ〉
்ௌ ∙𝑃〈ௌ〉,

்ௌ

 ∈ 𝒩〈ಽ〉 
ೄ

 

 

⎣
⎢
⎢
⎢
⎡

 𝒸〈ீ〉ℊ
ெீ ∙𝑃〈ீ〉ℊ,

ெெீି்ௌ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

   𝑐〈థ〉,ೕ
ெெீ∙𝓎〈థ〉ሺ,ೕሻ,

ெெீ

ሺ,ሻ ∈ 𝒩〈ഝ〉,
ಾಾಸ

ஷ

 ∈ 𝒩
ಾಾಸ ∈ 𝒩 

ಾಾಸ

 𝒸〈థ〉,
ெெீି்ௌ∙ ቀ𝑃〈థ〉ሺ,ሻ,

ெெீି்ௌ  𝓎〈థ〉ሺ,ሻ,
ெெீି்ௌ ቁ

⎦
⎥
⎥
⎥
⎤

⎭
⎪
⎬

⎪
⎫

, ∀ 𝑇 

(5.32) 

 
s.t.,  
 
eqs. (5.6)-(5.9), (5.12)-(5.17) and (5.24), where Γ→𝑇𝑆 and ℊ ∈ 𝒩〈ீ〉 

்ௌ , ΓΓ→𝑀𝑀𝐺 െ 𝑇𝑆, i→𝑚, 

j→𝑛, ∀ 𝑛 ∈ 𝒩
ெெீ, 𝑚 ∈ 𝒩 

ெெீ  
 

 𝑃〈ீ〉,
்ௌ

 ∈ 𝒩〈ಸ〉 
ೄ

  𝑃〈ௌ〉,
்ௌ

 ∈ 𝒩〈ಽೄ〉 
ೄ

െ  𝑃〈ௌ〉𝓈,
ெெீ 

𝓈 ∈ 𝒩〈ಽ〉,𝓈
ഗ 

   𝑃〈ீ〉ℊ,
ெெீି்ௌ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ ∈ 𝒩

ಾಾಸ

ൌ  𝑃〈〉,
்ௌ

 ∈ 𝒩〈ಸ〉 
ೄ

, 𝑚 ∈ 𝒩 
ெெீ  

(5.33) 

 

 𝑃〈ீ〉ℊ,
ெெீି்ௌ

ℊ∈𝒩〈ಸ〉,
ಾಸ

െ 𝑃〈థ〉ሺ,ሻ,
ெெீି்ௌൌ0, ∀ 𝑛 ∈ 𝒩

ெெீ, 𝑚 ∈ 𝒩 
ெெீ (5.34) 
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𝓎〈ீ〉ሺ,ሻ,
ெெீ   ቀ𝓎〈థ〉ሺ,ೕሻ,

ெெீ െ 𝓎〈థ〉ሺೕ,ሻ,
ெெீ ቁ

ሺ,ሻ ∈ 𝒩〈ഝ〉,
ಾಾಸ

ஷ

െ  𝑃〈ீ〉ℊ,
ெெீି்ௌ 

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

ൌ 0,   

∀ 𝑛 ∈ 𝒩
ெெீ, 𝑚 ∈ 𝒩 

ெெீ  

(5.35) 

 

0  𝑃〈ௌ〉,
்ௌ

 ∈ 𝒩〈ಽ〉 
ೄ

 𝑃〈〉 
்ௌ   𝑃〈ௌ〉𝓈,

ெெீ 

𝓈 ∈ 𝒩〈ಽ〉,𝓈
ഗ 

, 𝑚 ∈ 𝒩 
ெெீ  (5.36) 

 

𝑃〈ீ〉,
்ௌ െ 𝑃〈ீ〉,షభ

்ௌ  𝑅𝑅
 ∙൫1 െ 𝓊ℊ,்

 ൯  𝑃〈ீ〉
்ௌ ⋅𝓊ℊ,்

  (5.37) 

 

𝑃〈ீ〉,షభ
்ௌ െ 𝑃〈ீ〉,

்ௌ  𝑅𝑅
 ∙൫1 െ 𝒹ℊ,்

 ൯  𝑃〈ீ〉
்ௌ ⋅𝒹ℊ,்

   (5.38) 

 

0  𝑃〈ீ〉ℊ,
ெெீି்ௌ   ∆𝑝ℊ,் െ 𝑃〈ீ〉ℊ,

ெெீ , ℊ ∈  𝒩〈ீ〉,
ெீ , 𝑛 ∈ 𝒩

ெெீ, 𝑚 ∈ 𝒩 
ெெீ (5.39) 

 

 ቀ𝑃〈ீ〉ℊ,
ெீ  𝑃〈ீ〉ℊ,

ெெீ  𝑃〈ீ〉ℊ,
ெெீି்ௌ ቁ

ℊ∈ 𝒩〈ಸ〉,
ಾಸ

∙ሺ1  𝜌ሻ   ቀ𝒾ℊ,்
  ⋅𝑃〈ீ〉ℊ

ெீ ቁ
ℊ∈ 𝒩〈ಸ〉,

ಾಸ

,    

∀ 𝑛 ∈ 𝒩
ெெீ, 𝑚 ∈ 𝒩 

ெெீ  

(5.40) 

 

 𝑃〈ீ〉ℊ,
ெெீ 

ℊ ∈ 𝒩〈ಸ〉,
ಾಸ

  𝓎〈ீ〉ሺ,ሻ,
ெெீ

 ∈ 𝒩
ಾಾಸ

, ∀ 𝑛 ∈ 𝒩
ெெீ, 𝑚 ∈ 𝒩 

ெெீ  (5.41) 

 

 𝓎〈ீ〉,
்ௌ 

 ∈ 𝒩〈ಸ〉 
ೄ

   𝓎〈థ〉ሺ,ሻ,
ெெீି்ௌ

 ∈ 𝒩
ಾಾಸ ∈ 𝒩 

ಾಾಸ

 𝛼∙  ቀ𝑃〈ீ〉,
்ௌ െ 𝑃〈ீ〉,షభ

்ௌ ቁ
 ∈ 𝒩〈ಸ〉 

ೄ

  (5.42) 

 

0  𝓎〈ீ〉ሺ,ሻ,
ெெீ   ቀ𝓎〈ீ〉ℊ,

ெீ തതതതതതതത െ 𝓎〈ீ〉ℊ,
 ெீ ቁ

ℊ ∈ 𝒩〈ಸ〉,
ಾಸ

െ 𝓎〈ீ〉ሺ,ሻ,
ெெீ െ 𝓎〈థ〉ሺ,ሻ,

ெெீି்ௌ , 

∀ 𝑛 ∈ 𝒩
ெெீ, 𝑚 ∈ 𝒩 

ெெீ  

(5.43) 

 

0   𝓎〈థ〉ሺ,ೕሻ,
ெெீ

ሺ,ሻ ∈ 𝒩〈ഝ〉,
ಾಾಸ

ஷ

 𝓎〈ீ〉ሺ,ሻ,
ெெீ , ∀ 𝑛 ∈ 𝒩

ெெீ, 𝑚 ∈ 𝒩 
ெெீ 

(5.44) 
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0  𝓎〈థ〉ሺ,ሻ,
ெெீି்ௌ   ቀ𝓎〈ீ〉ℊ,

ெீ തതതതതതതത െ 𝓎〈ீ〉ℊ,
 ெீ ቁ

ℊ ∈ 𝒩〈ಸ〉,
ಾಸ

െ  𝓎〈ீ〉ሺ,ሻ,
ெெீ െ 𝓎〈ீ〉ሺ,ሻ,

ெெீ , 

∀ 𝑛 ∈ 𝒩
ெெீ, 𝑚 ∈ 𝒩 

ெெீ  

(5.45) 

 

where 𝒸〈ீ〉
்ௌ , 𝒸〈ௌ〉

்ௌ and 𝒸〈థ〉,
ெெீି்ௌ are costs of the TS units generation, TS load shedding, and 

transmission between MGs of MMG and TS; 𝒩〈ீ〉 
்ௌ  and 𝒩〈〉 

்ௌare sets of generating units and 

loads of TS; 𝒩〈〉,𝓈

 ట set of loads did not restore by MMG; 𝑃〈ீ〉,
்ௌ and 𝑃〈ௌ〉,

்ௌ are generated power 

by DERs and load shedding of TS; 𝓎〈థ〉ሺ,ೕሻ,
ெெீ  is the updated PFR shared between MGs of a MMG 

to assist TS; 𝓎〈థ〉ሺ,ሻ,
ெெீି்ௌ  is PFR shared between MGs of a MMG and TS; 𝑃〈〉

்ௌ  is TS load; 𝓎〈ீ〉,
்ௌ  

is PFR deployed by TS units and 𝜏〈థ〉,
ெெீି்ௌ is tie line available between MGs and TS. 

 

5.3  Results 
 

In this section, the proposed restoration strategy performance is verified for a modern 

BPS containing multiple MMGs and MGs control areas with meaningful penetration of DERs. 

The developed case studies present a comparative analysis between the proposed method and 

restoration strategies. For this, ℛ⨁  represents the proposed method, ℛଵ depicts the proposed 

method considering the state-of-art restoration strategy with direct support from MGs, i.e., 

disregarding the MMG controllability, and ℛଶ denotes the benchmark solution disregarding the 

support from DS-level resources based on [9],[132].  Simulations are developed considering 

frequency response requirements established by the North American Electric Reliability 

Corporation (NERC) [102] to ensure the BPS stability during the restoration process, depicted 

as 𝜔ൌ60.0 𝐻𝑧, ∆𝜔ௗൌ36.0𝑚𝐻𝑧 and 𝜔ிௌൌ59.5 𝐻𝑧. The IEEE 57-bus, 123-bus and 34-bus 

test systems [133]-[135] are employed to perform this analysis. The IEEE 57-bus [133] 

represents the BPS TS-level with modifications to emulate eight MMGs control areas composed 

by sets of three MGs respectively modeled by the IEEE 123-bus [134] and IEEE 34-bus [135] 

systems with different levels of DERs penetration, where a MG 𝑛 contained in a MMG 𝑚 is 

denoted by ℳ𝒢
| 𝑛 ∈ 𝒩

ெெீ, 𝑚 ∈ 𝒩 
ெெீ. The schematic of integrated TS-DS with MMGs is 

depicted in Figure 5.3. Details regarding these aspects including system modifications and 

parameters are available in Appendix B.  
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Figure 5.3: Diagram of the integrated DS-TS with MMGs  

 

The developed case studies investigation is divided into two main analyses, respectively 

DS- and TS-level. First, the BPS restoration analysis at the DS-level seeks to showcase the 

proposed method's ability to significantly improve both frequency reserves perspectives, i.e., 

PFR and SFR, at the DS-level, while allowing for enhanced support towards the BPS restoration 

at the TS-level. Next, the BPS restoration at the TS-level is investigated. This analysis 

demonstrates the proposed method's ability to capitalize on the support available at the DS-

level to significantly improve the overall BPS restoration process, including restoration speed 

and load pick-up capacity. For this case study, the BPS is assumed to have completed the start-

up of generators and the energization of transmission lines and buses [78], i.e., the proposal is 

focused on the load restoration phases on both TS- and DS-level. Obtained results are illustrated 

in Figure 5.4-Figure 5.8 and depicted in the following sections. 

 

5.3.1 BPS Restoration at DS-level 

 
 

In this section, the BPS restoration at DS-level is thoroughly investigated. For this, the 
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restoration process of  MGs set contained in the MMG-1 control area, i.e., ℳ𝒢ଵ
ଵ, ℳ𝒢ଶ

ଵ and 

ℳ𝒢ଷ
ଵ, is depicted in Figure 5.4(a)-(b) respectively considering the proposed method and the 

state-of-art strategy based on the direct support from MGs. The results for the benchmark 

solution are suppressed, as it disregards the support from DS-level resources. 

From Figure 5.4-Figure 5.6 one can conclude the DS-level restoration performance, load 

pick-up capacity and efficiency in using locally available resources. In this sense, comparing 

the proposed method with the state-of-art strategy, one can observe that an overall improvement 

of the BPS restoration process at the DS-level is obtained. First, the proposed method can 

significantly speed-up the DS-level restoration process, which is characterized by the 

expressive reductions in the restoration time, i.e., 20%, 38%, and 45% for ℳ𝒢ଵ
ଵ, ℳ𝒢ଶ

ଵ and 

ℳ𝒢ଷ
ଵ in relation to the state-of-art strategy. This outcome is possible due to the proposed 

method consideration of MMG local-local control level, which enables effective coordination 

in the harnessing of frequency reserves at different MGs to improve the overall DS-level load 

pick-up capacity (5.28)-(5.31). This perspective is depicted in Figure 5.5-Figure 5.6, where the 

load pick-up, i.e., SFR and PFR deployed by each MG within the MMG-1 control area are 

illustrated for the proposed method. Here, one can observe that by taking advantage of the 

MMG local-local control level, the proposed method can effectively harness the surplus PFR 

available in ℳ𝒢ଷ
ଵ to explore the untapped SFR potential in ℳ𝒢ଵ

ଵ and ℳ𝒢ଶ
ଵ. Thus, meaningfully 

improving the DS-level load pick-up capacity and, consequently, significantly speeding up the 

restoration process. 
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(b) 

Figure 5.4: Generated power and load shedding of MGs in MMG control area 1: (a) proposed BPS restoration 
strategy; (b) state-of-art BPS restoration strategy 
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(c) 

Figure 5.5:  Load pick-up and PFR deployed by MGs in MMG-1 control area for proposed method: (a) ℳ𝒢ଵ
ଵ; (b) 

ℳ𝒢ଶ
ଵ; (c) ℳ𝒢ଷ
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(a) (b) 

 
(c) 

Figure 5.6:  Load pick-up and PFR deployed by MGs in MMG-1 control area for state-of-art BPS method: (a) 
ℳ𝒢ଵ

ଵ; (b) ℳ𝒢ଶ
ଵ; (c) ℳ𝒢ଷ

ଵ 

 

Next, analyzing Figure 5.4 one can observe that the proposed method completely re-

establishes the DS-level loads using locally available resources, a feature that is not achievable 

by the state-of-art strategy. This improvement represents an increase of 26% in the total load 

service capacity considering the same availability of local resources. This is possible given the 

proposed method's ability to effectively coordinate local surplus generation capacity, i.e., SFR, 

within MMGs control areas. In this sense, once a MG has completely re-established its loads 

following jurisdiction priorities [131], i.e., 𝑇ൌ4 p.u. and 𝑇ൌ5 p.u. for ℳ𝒢ଵ
ଵ and ℳ𝒢ଶ

ଵ, its 

surplus power capacity is exported to a neighbor generation flawed system such as ℳ𝒢ଷ
ଵ. Then, 

significantly improving DS-level load service capacity and restoration times, i.e.  𝑇ൌ6 p.u. for 

ℳ𝒢ଷ
ଵ, as clearly shown in Figure 5.5. Further, it should be noted that these enhancements on 

the DS-level restoration process enabled by the proposed method, allow for significant 

improvements in both overall BPS restoration speed and load pick-up capacity. These 

perspectives are detailed depicted in the following section. 
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5.3.2 BPS Restoration at TS-level 

 

In this section, the BPS restoration at the TS-level is depicted. For this, the BPS overall 

restoration process is illustrated in Figure 5.7-Figure 5.8, respectively considering the proposed 

method, the state-of-art strategy based on the direct support from MGs, and the benchmark 

solution disregarding the support from DS-level. From Figure 5.7-Figure 5.8, one can conclude 

the BPS overall restoration performance, load pick-up capacity, PFR and SFR deployment, load 

shedding, and harnessing the effectiveness of available resources across the BPS.  

In this sense, comparing the obtained results in Figure 5.7-Figure 5.8 one can observe 

that the proposed method significantly improves the overall BPS restoration performance, 

where the restoration time and maximum load pick-up are 𝑇ൌ9 p.u. and 𝑃〈〉 
 ൌ194 MW. The 

proposed method restoration is expressively faster, respectively 18% and 36% faster than the 

state-of-art and benchmark solutions, which achieved complete restoration at 𝑇ൌ11 p.u. and 

𝑇ൌ14 p.u. In addition, significantly higher load pick-up capacities are achieved by the proposed 

method, respectively 18% and 35% comparing the highest load pick-up capacity of each 

strategy, i.e., 𝑃〈〉 
 ൌ158 MW and 𝑃〈〉 

 ൌ126 MW. These outcomes are achieved due to the 

proposed method MMG interfacing layer, i.e., local-global control level. This control level 

leverages the advancements at DS-level restoration enabled by the proposed method to enhance 

the overall BPS restoration at the TS-level. Specifically, the improved DS-level restoration by 

the proposed method allows for the harnessing of previously untapped generation potential. 

Thus, increasing the overall BPS load pick-up capacity and allowing the redistribution of TS-

level resources to attend additional loads. Moreover, the faster realization of DS-level 

restoration allows greater PFR support for TS-level, consequently providing a significant 

increase in the potential for harnessing SFR at the TS-level that was previously limited due to 

frequency stability constraints, i.e., significantly improving the BPS load pick-up capacity.  
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Figure 5.7:  Comparison between proposed, state-of-art, and benchmark BPS restoration strategies at the TS-

level 

 

 

  
(a) (b) 

 

(c) 

Figure 5.8:  Load pick-up and PFR deployed at the TS-level: (a) proposed strategy; (b) state-of-art strategy; (c) 
benchmark strategy 
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5.4  Summary 
 

This chapter proposes a novel BPS restoration strategy capitalizing on MMG 

controllability to improve the harnessing of locally available resources while ensuring effective 

frequency stability during the restoration process of interconnected BPS. The proposed method 

is formulated as a priority rule-based problem, presenting an integrated TS-DS restoration with 

MMG and MG control areas. According to DS- and TS-level, comparative case-study, and 

analysis with state-of-art and benchmark strategies are held and divided into two main 

investigations. The first analysis showcases the proposed method's significant ability to harness 

locally available resources, enabling a meaningful improvement in the DS-level potential to 

support the BPS restoration at the TS-level. Next, the BPS restoration at the TS-level is 

investigated. This analysis demonstrates the proposed method’s significant ability to capitalize 

on the potential of locally available resources at the DS-level to improve the overall BPS 

restoration process, including greater load pick-up capacity and significantly faster BPS 

restoration speed without compromising the system frequency stability. In this sense, obtained 

results demonstrate the proposed method's superior performance and ability to meaningfully 

improve the modern BPS restoration process. This work's main contributions are following 

listed. 
 

- Novel priority rule-based BPS restoration strategy considering integrated TS-DS 

restoration harnessing MMG controllability and DERs frequency reserves. 

- Coordinated BPS restoration capitalizing on MMG control areas to successfully 

leverage inter jurisdictions resources. 

- Improved benefit of local DERs frequency reserves capacity toward the overall BPS 

restoration performance. 
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Chapter 6: Conclusion 
 

6.1 Context 
 

In Chapter 6, the results, contributions of this thesis presented in Chapters 3-5 are 

summarized. Then, future research directions are provided based on this work.  

 

6.2  Contribution Summary and Conclusions 
 

The research topics in this thesis present new methods and analysis to tackle operation, 

stability, and restoration challenges in face of the BPS modernization with high penetration of 

DERs. The contribution of each chapter is summarized as follows. 
 

In Chapter 3, the main contribution is characterized by capitalizing on the proposed 

network partitioning based on coherent areas of voltage stability the ability to enhance SSRs 

with high penetration of RES. In this sense, the main improvements are listed as follow: 

- Improvement of the system criticality index determination considering WAMS using 

PMU: The precise measurements of the system operating conditions provided by 

WAMS using PMU can meaningfully aid the process for calculating their energy 

function-based criticality index, in special for the LVS determination. This significantly 

improves this process, enabling its application for the development of proposed network 

partitioning in the short-term.  

- Novel energy function-based network partitioning considering high precision 

measurements: Based on the system energy function-based criticality, a new network 

partitioning algorithm is proposed. This method is unlike the traditional approaches that 

achieve network partitioning considering the construction of a cluster of buses with 

similar sensitivity. The proposed method directly identifies the boundaries of the 

coherence areas in a way that changes in the system states tracked by WAMS using 

PMU can render the adjustment of the boundaries of the partitioned region, leading to 

the adaptive definition of the system coherence areas.  

-  Adaptive SSR construction based on coherent areas of static voltage stability: The 

proposed partitioning method enables the adaptive definition of generator groups 
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applied to SSR. This feature allows for mitigating the effects of variation of the system 

operating conditions, such as those resulting from RESs intermittency, in a way that 

operating conditions previously deemed unsafe by the traditional SSR evaluation can 

become operational without the need for additional infrastructures or systems’ 

expansions. 
 

In Chapter 4, the main contribution is characterized by capitalizing on FRs the ability to 

improve voltage stability margin. In this sense, the main improvements are listed as follow: 

- New outlook for voltage stability support of modern BPS based on FRs: the proposed 

area-based design enables the distributed potential of FRs to fulfill the sounding 

requirements of modern BPS voltage stability. Different from other approaches that 

would require new infrastructures or detract from the original design of the existing 

explored system, e.g., HVDC, wind, and solar-based applications, FRs are meant for 

this kind of requirement. 

- Prevention of early saturation in voltage stability margin improvement: The 

identification of critical cores and system partitioning allows the proposed index to 

determine the most effective buses for voltage stability support along with different 

coherent areas of the network. This feature enables the system to avoid centralized 

actions in a single region, which in case of a change in the critical location driving the 

system to voltage collapse would prevent local overcompensation and the early 

saturation in the overall system load margin improvement.  

- Enhancement of BPS voltage stability margin range: The proposed approach's above-

mentioned ability to prevent early saturation allows for substantial increases in voltage 

stability support actions to be converted into continuous improvements in the system 

voltage stability margin. This is a critical aspect for systems with broad participation of 

intermittent RESs that might not be achieved with system-wide based solutions, due to 

possible overcompensation in a specific region as large voltage stability support actions 

yield to changes in the most critical location prone to voltage collapse. 
 

In Chapter 5, the main contribution is characterized by taking advantage of MMG 

control areas to improve distributed load restoration of integrated TS and DS considering 

frequency reserves. In this sense, the main improvements are listed as follow: 

- Novel priority rule-based BPS restoration strategy: The proposed restoration method 

considers the impacts of DS level, i.e., it is performed by the coordination of integrated 
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TS and DSs. This perspective avoids technical problems due to disregarding DS 

influence, while takes advantage of DERs potential at the DS level to improve the 

restoration process. In this perspective, a priority rule-based optimization is considered, 

and an upper-lower solution approach is obtained with hierarchical decoupling between 

TS and DS. Based on this outlook, a novel integrated TS-DS restoration is proposed 

harnessing MMG controllability and DERs frequency reserves.   

- Coordinated BPS restoration capitalizing on MMG control areas to successfully 

leverage inter jurisdictions resources: The consideration of MMGs control areas enables 

the coordination of several DSs at the local control level and creates an interface layer 

between DSs and TS, i.e., local-global control level. This perspective allows the sharing 

of PFR and SFR between MGs and MGs and TS, leading to a significant improvement 

of the BPS restoration process. 

- Improved benefit of local DERs frequency reserves capacity toward the overall BPS 

restoration performance: The proposed method's ability to share frequency reserves 

between MGs-level and TS-level allows for an overall improvement in load-taking 

capacity and duration of the restoration process without the need for additional 

resources.  

 

6.3 Relevance for Industry and Socioeconomic Welfare 
 

The pursue of socioeconomic welfare is a fundamental aspect of the development of 

society. This perspective is characterized by the conceptualization and development of activities 

in ways that can simultaneously satisfy individual's and society's material and non-material 

needs. It leads to better living conditions for individuals under multiple societal levels, e.g., 

local, state, national and society.  

In this sense, the application of products generated by research projects can have 

implications that go beyond their technical expertise. Thus, it is fundamental that these 

applications are subjected to ethical conduct evaluation, where a responsible decision-making 

process must consider how the work affects the safety, health and welfare of the society and 

environment, rejecting corrupted principles and avoiding conflicts of interest.   

Given electricity critical participation as an enabling factor for multiple society 

activities, e.g., water treatment, food processing, transportation, health care, thorough planning 

is necessary to guarantee its reliable supply while achieving socioeconomic welfare. 
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Considering modern EPSs evolving generation matrix, the traditional electricity generation 

model has been challenged and a significant opportunity is presented to improve its 

socioeconomic welfare given the large potential for diversity in the generation resources mix 

and possible regionalization of generation through significant participation levels of DERs. 

Brazil is currently among the leaders in the overall rank of RESs generation, with a very large 

potential for further resource exploration. Still, while the penetration of RESs provides 

meaningful benefits under environmental aspects. They introduce significant challenges that 

must be overcome by BPS operators, to ensure the expected reliability in electricity supply, as 

well as quick restoration of electricity service when facing major disruptive events, e.g., natural 

disasters caused by wildfires and hurricanes, without jeopardizing social welfare. 

In this perspective, the study of solutions that can go beyond that provision of sufficient 

conditions to the integration of RESs in the BPS, but that can also provide opportunities to 

effectively harness these resources potential to support multiple BPS operational aspects, i.e., 

DERs, MGs and MMGs, participation on operation, stability, and restoration of BPS, are 

urgently necessary. The importance of these topics can be demonstrated by a recent failure 

incident that took place on November 3rd, 2020, in the Brazilian BPS. Due to a failure in the 

North interconnection, a major blackout interrupted the electricity supplying of 13 out of the 

16 municipalities in the state of Amapá, Brazil. Due to the severity of this event, electricity was 

only able to be fully restored after 22 days. Yet, if the tools proposed in this project were readily 

available, i.e., the effective harnessing of DERs, MGs, and MMGs properties to support BPS 

restoration. The duration of electricity supply interruption would be significantly reduced, 

consequently meaningfully mitigating economic and social welfare losses suffered by a large 

portion of this population group.  
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6.5  Directions for Future Works  
 

In continuation of this work, the following topics are suggested as future works: 

 

1) Expansion of the proposed methods to include uncertainty of variable RESs and 

calculate associated risks. 

2) Inclusion of regulation and marketing policies that can assure BPS reliability. 

3) Optimal allocation of mobile power resources to improve the load restoration 

process. 

4) Development of a new algorithm to enable the different stages of the restoration 

process. 
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Appendix A: Parameters for SSR Formation 
 

The restrictions of active and reactive power are depicted in Table A.1 and the respective 

under- and over-voltage restriction limits are collected in the set ቄ𝑉, 𝑉 ቅ ൌ ሼ0.9,1.1ሽ (p.u.), 

while the angular limit is calculated by (A.1). 

 

Table A.1:  Restrictions of active and reactive power 

Bus 𝑃〈ீ〉  (MW) 𝑃〈ீ〉 (MW) 𝑄〈ீ〉 (MVar) 𝑄〈ீ〉 (MVar) 
10,80 0 508.8 -100.0 100.0 

12 0 100.0 -100.0 100.0 
25 0 258.8 -100.0 100.0 
26 0 350.2 -100.0 250.0 

31,59,85,87 0 163.2 -300.0 300.0 
45,47,48, 71,75 0 400.0 - - 

46,54,103 0 163.2 -100.0 100.0 
49 0 308.9 -100.0 100.0 
61 0 213.2 -100.0 100.0 
65 0 408.8 -100.0 100.0 
66 0 463.2 -100.0 100.0 
89 0 663.2 -100.0 100.0 
100 0 308.8 -100.0 100.0 
111 0 108.8 -100.0 200.0 
118 0 363.2 -100.0 100.0 

 

𝜃 ൎ 𝐼/ൣ𝑉∙൫𝐺  𝑗∙𝐵൯൧ (A.1) 

 

where 𝐼  is the maximum current in the branch between the buses 𝑖 and 𝑗, 𝜃  is the angle 

difference between them. 
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Appendix B: Parameters for Integrated TS-DS with 
MMGs 

 

The TS-DSs parameters are described as follow:  

 

1) First, for the IEEE 57-bus system are 𝒩〈ீ〉 
்ௌ =ሼ1,2,3,6,8,9,12ሽ, 𝑚=0.1, 𝐾ൌ0.2, 

𝑈𝑇
்ௌ=1 and 𝐷𝑇

்ௌ=1, 𝑃〈〉 
்ௌ =1683 𝑀𝑊, 𝑃〈ீ〉 

்ௌ ∈ ሼ625,50,100,50,450,150,500ሽ 𝑀𝑊, 𝑃〈ீ〉
்ௌ ∈ 

ሼ28.1,2.3, 4.5,2.3,20.3,6.8,22.5ሽ 𝑀𝑊, 𝐻∈ ሼ3.36,1.20,3.078,1.20,5.23, 1.20,2.23ሽ, ∀ 𝑔 ∈ 

𝒩〈ீ〉 
்ௌ ;  

2) Second, for the IEEE 123-bus system are 𝒩〈ீ〉,
ெீ =ሼ149,13,52,35,47,25ሽ| 𝑚 ∈ 

ሼ1,4,6,8ሽ, 𝑛 ∈ ℕሾ1,3ሿ, 𝑚ℊ∈ ሼ0.1,0.1,0.1,0.1,0.1,3.0ሽ, 𝐾ℊ=0.1, 𝑈𝑇ℊ
ெீ=1 and 𝐷𝑇ℊ

ெீ=1, 𝑃〈〉 
ெீ =                       

19.02 𝑀𝑊, 𝑃〈ீ〉ℊ,ሺ,భሻ
ெீ ∈ሼ5.58,6.57,22.37,4.73, 10.40,5.73ሽ𝑀𝑊, 𝑃〈ீ〉ℊ,ሺ,మሻ

ெீ ∈ሼ3.35,3.94,13.42, 

2.84,6.24,3.44ሽ 𝑀𝑊, 𝑃〈ீ〉ℊ,ሺ,యሻ
ெீ ∈ ሼ1.49,1.75,5.96,1.26,2.77,1.53,1.53ሽ 𝑀𝑊, 𝑃〈ீ〉ℊ,ሺ,భሻ

ெீ ∈ 

ሼ0.25,0.30,1.00,0.21,0.47,0.26ሽ 𝑀𝑊, 𝑃〈ீ〉ℊ,ሺ,మሻ
ெீ ∈ ሼ0.15,0.18,0.60,0.13,0.28,0.15ሽ 𝑀𝑊, 

𝑃〈ீ〉ℊ,ሺ,యሻ
ெீ ∈ ሼ0.07,0.08, 0.27,0.06,0.12,0.07ሽ 𝑀𝑊, 𝐻ℊ ∈ ሼ1.12,2.88,1.18,3.12,2.00,2.80ሽ, ∀ ℊ  

∈ 𝒩〈ீ〉,
ெீ ;  

3) Third, for the IEEE 34-bus system are 𝒩〈ீ〉,
ெீ =ሼ800,840ሽ| 𝑚∈ሼ2,3,5,7ሽ, 𝑛∈ℕሾ1,3ሿ, 

𝑃〈〉 
ெீൌ7.53 𝑀𝑊,  𝑚ℊ ∈ ሼ0.1,3.0ሽ, 𝐾ℊൌ0.1,𝑈𝑇ℊ

ெீ=1 and 𝐷𝑇ℊ
ெீ=1,𝑃〈ீ〉ℊ,ሺ,భሻ

ெீ ∈ሼ7.80,6.68ሽ𝑀𝑊, 

 𝑃〈ீ〉ℊ,ሺ,మሻ
ெீ ∈ሼ5.40,4.62 ሽ 𝑀𝑊, 𝑃〈ீ〉ℊ,ሺ,యሻ

ெீ ∈ሼ3.30,2.82ሽ 𝑀𝑊, 𝑃〈ீ〉ℊ,ሺ,భሻ
ெீ ∈ሼ0.35,0.30ሽ 𝑀𝑊, 

𝑃〈ீ〉ℊ,ሺ,మሻ
ெீ ∈ ሼ0.24,0.20ሽ 𝑀𝑊, 𝑃〈ீ〉ℊ,ሺ,యሻ

ெீ ∈ ሼ0.15,0.13ሽ 𝑀𝑊, 𝐻ℊ∈ ሼ1.01,2.26ሽ ,∀ ℊ ∈ 𝒩〈ீ〉,
ெீ . 

 

 

 

 

 

 


