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Abstract

The centralized secondary control strategies for microgrids (MG) are widely used due to
their ease of control and coordination with distributed resources. However, the reliability of
these strategies is extensively influenced by the communication system. To address the relia-
bility issues associated with centralized control, this work proposes a novel Unified Secondary
Control Structure (USCS). The USCS ensures regulation of the MG’s voltage and frequency
even during communication or control failures. During normal operation, the USCS operates
solely using the centralized control strategy, ensuring coordination with distributed resources.
In case of communication system or centralized control failure, the USCS switches to the de-
centralized control strategy as a backup, ensuring voltage and frequency regulation. To facili-
tate the USCS voltage regulation, a novel decentralized voltage regulation strategy is proposed.
This voltage control strategy is based on state estimation and equivalent systems. The proposed
USCS and decentralized voltage strategy are implemented and tested on a benchmark MG based
on the CIGRE residential European grid in Matlab/Simulink. The results demonstrate that the
decentralized voltage strategy can effectively regulate MG voltage, and the USCS ensures volt-
age and frequency regulation even during failures, with a smooth transition between control
modes even during communication delays. Additionally, a hardware-in-the-loop environment
is employed to test the proposed USCS, where the centralized control is built in a real-time
digital controller, and the MG system, converter controls, and decentralized controls are imple-
mented in the Real Time Digital Simulator (RTDS) simulation environment. The results show
that the proposed control structure can guarantee regulation even during failures and restore
regular operation after failure. While the results are satisfactory, further development of a new
gain-adjust strategy is necessary for the strategies operating in the USCS.

Keywords: Microgrids, Secondary Control, Centralized Control, Decentralized Control, USCS.
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Chapter 1

Introduction

1.1 Initial considerations

With the advancement of new technologies in power systems, the concept of conventional
power systems is evolving. One such technology is Distributed Generation (DG). Due to the
recent cost benefits of DG technologies, their deployment within power systems has increased.
However, the increasing deployment of DG in low and medium voltage systems introduces new
operational and control challenges in distribution systems. These challenges include changes in
power flow direction, high levels of intermittent generation, and difficulties in voltage control,
among others.

To ensure the successful integration of DG into the distribution system, new control and
operation strategies specifically tailored for this purpose are required. In this context, Micro-
grids (MGs) emerge as one of the possible solutions. MGs can facilitate the integration of DG
into the main grid. An MG can be considered a small-scale power system that operates in two
different modes: islanded mode, where it operates independently, and connected mode, where
it is synchronized with the main power grid [1, 2, 3].

In connected mode, the voltage and frequency references are imposed by the main grid,
and the MG can import or export power from the main grid. Failures may drive the MG to
islanded mode, where the dispatchable DGs of the MG must maintain the load balance. Thus,
in islanded mode, the MG must generate its own power and control its voltage and frequency
references [1, 2, 3].

For an MG to operate in connected or islanded mode, several control and operation re-
quirements are necessary, such as maintaining its own stability, regulating frequency and volt-
age, sharing active and reactive power between sources, economic dispatch, and synchroniza-
tion, among others. These requirements necessitate different control actions and occur at dif-
ferent times, making a hierarchical control structure the most suitable for MG control.

The hierarchical control structure consists of primary, secondary, and tertiary control
levels. Primary control ensures the stable operation of DGs and power sharing among them.
Secondary control adjusts the MG frequency and voltages, acting over the primary control by

1
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setting new frequency and voltage references. At the tertiary level, MG autonomy is achieved
[4, 5]. The objectives of secondary and tertiary control sometimes overlap in the literature. Ac-
cording to [6], secondary control aims to find the optimal dispatch of available DG units. How-
ever, reference [4] considers that secondary control is responsible for compensating frequency
and voltage deviations, while optimal management and power flow control are performed in
tertiary control. The definition presented in [4] is adopted in this thesis.

Secondary control can be performed using many different strategies, which can be clas-
sified as centralized, distributed, and decentralized [7, 8, 9, 10]. In centralized strategies, the
control is performed by the Microgrid Central Controller (MGCC), where variables collected
from DGs and critical loads are monitored through a communication link [4, 5, 11, 12]. Cen-
tralized strategies are well-suited for small-scale MGs or for MGs where the owners of DGs
and loads have common goals [13, 11].

Centralized strategies offer rapid and efficient control of the microgrid due to the central-
ized access to information within the MGCC. However, dependence on centralized communi-
cation increases vulnerability to failures, as any local failure in the communication system or in
the MGCC can compromise frequency and voltage regulation. Thus, one of the disadvantages
of centralized control is its low reliability due to the centralization of the process [13].

Decentralized and distributed approaches have been proposed in the literature to address
the reliability challenges associated with centralized strategies. These methods are well-suited
for MGs where the owners of DGs and loads have different goals or for large-scale MGs, where
centralized control requires a massive database and fast computational processing [11, 14, 8,
9]. In the literature, decentralized and distributed control are sometimes defined as the same.
However, for this work, the definitions presented in [15, 8] are followed.

Decentralized strategies are characterized by control being performed only based on local
measurements, presenting high reliability due to dismissing the communication network. How-
ever, these strategies cannot guarantee optimal performance due to the lack of information about
the whole system. Consequently, without communication, coordination between controllers is
not achieved in decentralized control structures [16, 14, 8, 9].

In distributed strategies, control is performed by multiple computational units (i.e., dis-
tributed control units) that can exchange information through a sparse communication network.
These strategies use a small database and fast processing in each distributed control unit and
can be as efficient as centralized strategies. However, the performance of these strategies still
depends on the communication network [16, 14].

Regarding centralized control and its reliability drawbacks, this thesis proposes a novel
unified structure for secondary control, incorporating both centralized and decentralized ele-
ments. This structure ensures that voltage and frequency regulation of the MG can be achieved
even during communication or control failures. The principle of the proposed control is to
employ decentralized strategies as a backup for the centralized ones. Thus, during normal op-
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eration, the benefits of centralized control are maintained, and the reliability of decentralized
control is guaranteed during communication and control failures. Additionally, a novel decen-
tralized secondary voltage control strategy is proposed, based on the MG equivalent system
observed by the DG.

In the proposed Unified Secondary Control Structure (USCS), a decentralized control
unit (DCU) is integrated between the DGs and the MGCC. During normal operation, termed
as centralized mode, the MGCC regulates the frequency and voltage. However, in the event of
a failure where the MGCC loses communication, the DCUs detect this and initiate frequency
and voltage regulation using a decentralized strategy, transitioning to decentralized mode. In
the proposed USCS, both centralized and decentralized secondary control strategies operate
concurrently, enabling the utilization of the strengths of both approaches.

1.2 Motivation and objectives

As a result of primary control actions, voltage and frequency may deviate from their
nominal values. Without adequate regulation of voltage and frequency, these variables can drop
to lower levels, potentially leading to load shedding, equipment shutdown, and activation of
protection mechanisms. Therefore, secondary control plays a crucial role in regulating both
frequency and voltage [5, 4].

Centralized secondary control strategies are commonly employed in MGs because they
offer easy access to information, decision-making, and simple control configuration [12]. How-
ever, as mentioned earlier, centralized strategies performed in the MGCC can lead to reliability
issues due to their centralization. To address these reliability issues, decentralized and dis-
tributed strategies are proposed. Distributed strategies maintain communication links between
individual controllers, while decentralized strategies lack communication between controllers,
leading to coordination issues. Despite this, distributed strategies exhibit better reliability than
centralized ones, thanks to sparse communication and each DG having its own controller. More-
over, decentralized strategies offer even greater reliability compared to both centralized and
distributed strategies, as they do not rely on communication between controllers [17].

To enhance reliability in centralized control, the Unified Centralized/Decentralized Fre-
quency Control Structure (UCDFCS) is proposed in [18]. This structure incorporates a de-
centralized control strategy as a backup for the centralized strategy, ensuring that even during
communication or control failures, the frequency of the MG can be regulated.

The UCDFCS combines the characteristics of both centralized and decentralized control
strategies, ensuring coordinated operation during normal conditions and frequency regulation
even during failures. Additionally, through an initialization system, the UCDFCS ensures a
smooth transition between control operation modes (normal or fault operation mode), main-
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taining system stability during the transition.

Despite the advantages of UCDFCS, some disadvantages are observed [18]:

• The UCDFCS is limited to frequency control only, with only the primary control oper-
ation acting for voltage control. Under and over-voltage problems can arise if only the
primary control is operating;

• The smooth transition between operating modes is guaranteed only when the commu-
nication channel has little or no communication delay. However, due to the nature of
communication systems, delays are almost inevitable;

• The author in [18] developed the framework based only on the PI strategy with fixed gains
for centralized control. However, this control structure is able to support other centralized
and decentralized control strategies.

Considering the drawbacks of the UCDFCS, this study proposes a new Unified Secondary
Control Structure (USCS), which not only addresses frequency control as in [18], but also inte-
grates voltage control. The secondary voltage control structure will be based on the UCDFCS
framework. However, unlike [18], the proposed structure allows for the implementation of dif-
ferent control strategies in centralized control, facilitated by the tracking process. Additionally,
a new decentralized voltage control strategy is proposed, aiming to regulate the voltage at the
MG Point of Common Coupling (PCC).

Modifications to the initialization structure are proposed to ensure that the transition be-
tween controls is immune to communication delays. Consequently, when the system returns to
normal operation after a failure, communication delays will not affect the transition of control
topology.

The USCS is evaluated using the adapted low-voltage distribution network CIGRE bench-
mark MG proposed in [19], employing simulations in Matlab/Simulink and Real-Time Digital
Simulator (RTDS) with the Hardware-in-the-Loop (HIL) environment. For Real-Time Simu-
lations (RTS), the centralized control is implemented in the Real-Time Automation Controller
from Schweitzer Engineering Laboratories (RTAC-SEL). Additionally, the MODBUS commu-
nication protocol is utilized as the communication structure due to its ease of implementation
in the RTDS environment and its widespread use in MGs and power systems [20].

1.2.1 Objectives

The general objective of this thesis is to propose a new unified control structure. Which
employs a decentralized control strategy as a backup of centralized control strategy, in order to
maintain frequency and voltage regulation even during communication or control failures.

The following specific objectives can be listed:
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• Conduct a literature review on secondary control, frequency, and voltage control in MGs;

• Implement the MG proposed in [19] in the Matlab/Simulink and RSCAD software for
transient regime simulations;

• Implement the proposed control strategy in the Matlab/Simulink software and built the
centralized control in the RTAC-SEL;

• Simulate and investigate the operation of the proposed strategy in the implemented MG.

1.2.2 Contributions

The contributions of this thesis are listed below:

• Present a USCS for voltage and frequency regulation, wherein the influence of the com-
munication delay is reduced when the USCS changes its operation mode. Additionally, it
proposes a tracking process that enables the use of non-PID based centralized strategies;

• Present a novel equivalent system-based decentralized secondary strategy for voltage reg-
ulation and reactive power-sharing;

• Evaluation of the proposed strategy and control thought simulations and RTS for different
scenarios of control and communication contingencies.

1.3 Document Structure

The structure of this thesis is divided into six sections. Section 2 introduces the concepts
and techniques related to hierarchical control of MGs, along with a literature review on sec-
ondary control techniques and strategies. In Section 3, the proposed USCS is detailed, covering
its operation during normal, partial failure, and total failure modes. Additionally, the proposed
decentralized secondary voltage control is discussed.

The results obtained through Matlab/Simulink are presented in Section 4. This section
showcases the MG structure and controls utilized to evaluate the proposed USCS. Three cases
are presented in this section: the first case demonstrates the operation of the proposed Sec-
ondary Voltage Strategy, the second case illustrates the operation of the USCS under total and
partial failure conditions with and without communication delays, and the last case compares
the performance of the USCS with that of the USFCS.

Section 5 focuses on the HIL results of the proposed control. This section highlights two
cases: the first case examines total failure scenarios, while the second case analyzes partial
failure scenarios. Finally, Section 6 presents the conclusions and final discussions regarding the
proposed USCS and the decentralized voltage control.
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Chapter 2

Secondary Control in Microgrids

2.1 Initial considerations

In Chapter 1, the importance of studying control strategies applied to MGs was empha-
sized, as it is crucial to maintain frequency and voltage regulation through secondary control to
prevent these variables from exceeding their operating limits.

This chapter explores the concepts and techniques related to control applied to MGs, with
a particular emphasis on secondary control techniques and strategies. Initially, the chapter in-
troduces the structure and concepts pertaining to MGs and hierarchical control. Subsequently, it
delves into the secondary control, the primary focus of this thesis, and discusses the main tech-
niques of centralized and decentralized control, while highlighting the drawbacks of centralized
control.

2.2 Hierarchical Control and Microgrid Structure

An MG can consist of different generation sources, loads, Battery Energy Storage Sys-
tems (BESS) and control and monitoring devices [1, 2]. Fig. 2.1 presents a basic structure of
an MG.

One of the main operating features of an MG is the ability to operate connected or isolated
from the main network. In connected mode, the MG is linked to the main grid, with power
flowing between the two systems through the PCC. In this configuration, the MG must regulate
the power flow at the PCC to optimize energy sales or minimize operating costs. Additionally,
the MG can provide ancillary services to the main grid, such as reactive power or voltage control
[1, 2].

In islanded operation mode, the MG operates independently without any electrical con-
nection to the main network. In this mode, the MG is responsible for maintaining its active and
reactive power balance and also generates its own voltage and frequency references. To oper-
ate in island mode, the MG requires a BESSs or a dispatchable generation sources, which are

8
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Figure 2.1: Example of MG structure.
Source: Adapted from [3]

capable of dispatching energy as needed to maintain the MG’s power balance. Furthermore, if
the MG has multiple dispatchable sources, it is essential to share power among these generation
sources [1, 2].

In an islanded MG, voltage and frequency regulation are crucial for maintaining the qual-
ity of electric energy. Moreover, during islanded operation, the MG must possess the capability
to synchronize with the main grid, optimize the dispatch of generation sources, and recover the
system after a failure — a process known as black start [4, 5, 12].

The diverse activities involved in operating MGs require different times and control ac-
tions, making a hierarchical control structure more suitable for MG applications [4, 5]. Typ-
ically, hierarchical control in MGs consists of three layers: primary, secondary, and tertiary
control, as illustrated in Fig. 2.2. Each layer serves a distinct function and operates with differ-
ent performance times [4, 5].

2.2.1 Primary Control

The primary control strategies are inspired in the conventional droop control, used in
synchronous generators of large power systems [21, 1]. The droop control strategies employed
in MGs can be described using the graphics of Fig. 2.3.

Primary control dispatches DGs to regulate frequency and voltage, where the references
for these variables are determined by the droop controls of frequency (Fig. 2.3(a)) and volt-
age (Fig. 2.3(b)), respectively. In response to changes in demand or generation, dispatchable
DGs adjust their generation to compensate for power balance deviations (∆P and ∆Q). The
droop controllers of each DG receive the generation deviation and, consequently, adjust the fre-
quency (∆ω) and voltage (∆V ) control actions of each source [21, 1, 2]. The droop controls
for frequency and voltage, shown in Fig. 2.3, are described by the following equations:
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Figure 2.3: Droop control in MGs. (a) f/P. (b) V/Q.
Source: Adapted from [4]

ω = ω∗ −m · (P − P ∗) (2.1)

V = V ∗ − n · (Q−Q∗) (2.2)

where ω is the new frequency generated by the droop controller, ω∗ is the reference frequency of
the droop controller, m is the coefficient of droop for frequency, P is the active power generated
by the DG, P ∗ is the reference active power for the DG, V is the new voltage generated by the
controller droop, V ∗ is the reference voltage of the droop controller, n is the voltage droop
coefficient, Q is the reactive power generated by DG and Q∗ is the reference reactive power for
DG.
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Several droop control techniques have been evaluated for application in MGs, including:

• Resistive droop: In this technique, the voltage variation is proportional to the variation in
active power, while the voltage variation is proportional to the opposite of the variation in
reactive power [22, 23];

• Rotational matrix: This technique involves passing the variations of active and reactive
power through a rotational matrix to generate reflected active and reactive power. The
variations in frequency and voltage are then generated considering the reflected active
and reactive power [24, 25];

• Virtual impedance: One of the most explored techniques in the literature, where a virtual
impedance is implemented to control voltage and frequency variations [26].

2.2.2 Secondary Control

Given the presence of frequency and voltage deviations resulting from primary control
actions, secondary control aims to regulate the frequency and voltage of the MG to their nominal
values [4, 5, 27].

The secondary control adjusts the frequency (ω∗) and voltage (V ∗) references in the droop
controllers of each DG using the control actions ∆ωsec and ∆Vsec [4, 5, 27]. The interaction
between secondary and primary control can be illustrated in Fig. 2.4, where the activation
of primary control leads to frequency and voltage values deviating from their nominal values.
The secondary control then modifies the frequency (ω∗) and voltage (V ∗) references, altering
the position of the droop curve of each generator to restore the frequency and voltage to their
nominal values [27].

ω0

ω

PP*
∆P

Primary

Pmax

Secondary
ω

(a)

V0

V

QQ* ∆Q

Primary

Qmax

Secondary
V

(b)

Figure 2.4: Secondary control actions over the primary control. (a) f/P. (b) V/Q.
Source: Adapted from [27]

Several secondary control techniques have been developed, broadly classified into three
categories [12, 8]:
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• Centralized: Control is conducted through a single control entity known as MGCC. In-
formation and communication are centralized;

• Decentralized: Control is executed by multiple control entities, with each controller uti-
lizing only local information for decision-making, without communication with other
controllers;

• Distributed: Control is managed by multiple control entities, with each controller utilizing
local information and information from some of its neighbors to make decisions. The
communication structure is sparse, without the need for controllers to communicate with
all other controllers.

The choice of strategy depends on the characteristics of the MG, the requirements for
reliability, accuracy, response time, and other desired specifications for the control.

The Figs. 2.5 and 2.6 illustrate the frequency, voltage, active and reactive power of a hy-
pothetical MG. This hypothetical MG comprises a BESS DG connected to a load. The converter
data are provided in [19], and the load is represented by a resistor and inductance in parallel.
Although droop control is not necessary in the hypothetical MG due to having only one con-
verter, the objective is to illustrate the dynamics of secondary and primary control. Two cases
are presented: the first case depicts the MG without regulation, while the second case shows the
MG with regulation. The hypothetical MG is assumed to be islanded, and the secondary control
is activated at 0.5 s. At 2.2 s, the MG load increases.
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Figure 2.5: Secondary Control Dynamics. (a) Frequency. (b) Voltage.

Through Figs. 2.5 and 2.6 it is possible to observe the performance of the primary control.
Because, with the increase of the load at 2.2 s, the active and reactive power generated by the
MG sources increase, however, the frequency and the voltage in the PAC decrease significantly.
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Figure 2.6: Hypothetical MG dynamic. (a) Active Power. (b) Reactive Power.

Without the operation of the secondary control, the voltage and frequency in an MG can reach
values lower than those allowed, which can even cause the MG to shut down. Only with the
action of the secondary control voltage and frequency are regulated to safe values.

It is also possible to observe that with the action of the secondary control, the power
generated by the system increased. This is due to the dependence of the load on voltage and
frequency.

2.2.3 Tertiary Control

The tertiary control involves the optimal energy management problem in MGs, aiming to
optimize the operation of each DER available in the system. Fig. 2.7 shows, schematically, the
energy management problem in an MG [28, 17]. It is a problem of considerable complexity
[13, 6, 28].

In grid-connected mode, the tertiary control seeks to combine the available DERs to meet
the variable demand of consumers with the minimum possible cost and respecting the restric-
tions of the system, taking advantage of local intermittent renewable sources and the possibility
of power exchange with the main grid [28, 6].

In the islanded mode, the tertiary control must guarantee the MG autonomy, so that the
output power of the DERs must meet the total load demand of the MG. It is sometimes necessary
to undergo a load-shedding process to match generation and demand. The main objective in this
mode is to maintain the MG’s operation as long as possible, supplying the most important loads.
Additionally, operation cost optimization and minimizing losses can be considered [28, 6].
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Figure 2.7: Tertiary Control Structure for MGs.
Source: Adapted from [17].

2.3 Secondary Control Strategies

Several pieces of research have been proposed to improve secondary frequency con-
trol. References [29, 30, 31] propose local measurement-based decentralized secondary control
strategies. Reference [29] proposes a lossy integral for frequency restoration. Thus, the pro-
posed strategy presents a frequency deviation in the steady state. A proportional control with a
low-pass filter for frequency regulation is proposed in [30]. Again, a frequency deviation in the
steady state is observed. Reference [32] presents a fully decentralized leaky integral controller
for frequency regulation derived from a classic lag element.

The equivalence between secondary control and the Washout Filter-Based power-sharing
strategy for frequency and voltage regulation is presented in [31]. Reference [33] proposes a
linear model-based state estimator, considering a cost function to the voltage regulation. Co-
operative control of frequency and voltage by using a Luenberger observer is proposed in [34].
A decentralized sliding mode estimator with a frequency and voltage cooperative control is
proposed in [35].

In [36] is proposed a secondary frequency control based on the proportional control with
a low-pass filter. Wherein the main objective is to ensure power-sharing during clock drifting.
To achieve the objective, the active power is considered in the secondary control, where the
generated active power is compared to the maximum active power, and the difference is added
to the secondary control action.

The clock drift occurs due to the digital processors, each having its own clock, thus the
time signal of the processor differs from the time signals of the other processors due to the
clock drifts. The effects of the clock drift in the droop-based primary control are investigated
in reference [37], where it is nearly negligible. However, for secondary controls, the effects of
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the clock drift can depend on the control strategy. Employing local integral controllers as the
secondary control tends to lead the system to an unstable equilibrium point [38], on the other
side, distributed strategies tend to be less affected by clock drift if the controls are properly
tuned [39, 40, 41, 42]. However, for decentralized strategies, the clock drift tends to lead to
active power-sharing errors [43].

In the distributed control strategies, most research involves the concept of a multiagent
system [10]. Reference [44] employs a PI controller in each distributed control unit, using an
average value of frequency and voltage. A Distributed Averaging PI control to regulate the fre-
quency and voltage is employed in [45]. Reference [8] proposes an optimal distributed control
for frequency and voltage regulation. A finite-time controller provides frequency regulation and
active power-sharing.

Reference [46] proposed a consensus-based for frequency control and a distributed finite-
time for voltage control. Both strategies have the objective of regulation and power sharing.
The transmission interval and message dropouts in the consensus-based secondary control are
investigated in reference [47]. The effects of communication failure that provoke network par-
titions for the distributed consensus secondary control are presented in reference [48]. During
the partitioned operation, various sub-MGs are formed, thus the power sharing is lost and the
MG tends to maintain its stability.

A distributed frequency regulation control is proposed in [49]. It is important to note that
the authors proposed a novel strategy where the distributed frequency regulation control acts
as both primary and secondary control, however, when a communication failure occurs, the
system changes to the droop control. For the distributed strategy, the sum of the active power
of the neighbors is employed in a proportional control. This strategy was a similar concept
of the proposed strategy presented in these, however, a centralized strategy is employed and
additionally, a decentralized secondary voltage control is employed.

Reference [50] proposes a centralized/distributed structure, where the frequency and volt-
age regulation, power-sharing, and optimal power dispatch are considered as control objectives.
The frequency regulation and the power-sharing are carried out by a consensus-distributed strat-
egy, in which the primary and secondary control are considered in this one control strategy. The
optimal power dispatch and the voltage regulation are carried out by a central controller, where
a PI controller is employed for voltage regulation, and a non-linear optimization problem is
employed for the optimal power dispatch.

A distributed reactive and active power sharing and frequency and voltage regulation strat-
egy is proposed in [51]. In this strategy, the author proposed two decoupled controls, where the
frequency and voltage regulation are determined by the combination of both controls. One con-
trol is responsible for the voltage regulation, and the other is for the power-sharing. For both
controls, the power and voltage of the other converters must be known.

In [52] a non-linear distributed control strategy is proposed, this control can work as
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both primary and secondary control. To achieve its objective of control robustness for system
changes, a Sliding Mode Control is proposed. The controls employ the concept of graph theory,
where the average value of the active and reactive power is calculated through the average values
of its neighbors.

Concerning the secondary consensus control strategies, the authors in [53] proposed a
method for tuning the control gains. The method proposed in [53] is based on the factorial de-
sign of experiments using screening and fractional factorial designs. The design of experiments
is a method that tends to optimize the experimental procedure, through varying the factor levels
for each experiment. Additionally, the experimental conditions were ordered to obtain accurate
information, in order to reduce the number of experiments. In other words, the method can
ensure optimal settings for the control tuning with a minimal number of experiments.

Additionally, event-triggered-based strategies are being adopted in the distributed strate-
gies [54, 55, 56]. A Lyapunov-based method with a cooperative event-trigger controller for
centralized and decentralized control strategies is proposed in [54]. Reference [55] proposes a
consensus algorithm with event-triggered where the frequency regulation and the economic dis-
patch are achieved. A distributed event-trigger-based control is proposed in [56]. The pinning-
based protocol is used for frequency and voltage regulation, and a consensus-based optimal
power-sharing control protocol is considered for economic dispatch.

In [57], a decentralized approach with a time-dependent protocol is proposed for fre-
quency regulation. Where a Switched Control Scheme is employed, the control switches be-
tween two configurations: the filtered proportional controller and the integral controller. Thus,
in this strategy, the control can ensure that a better performance is achieved in a steady state.
Additionally, in references [58, 59] an extension of the strategy presented in [57] is proposed,
where the reduction of the frequency regulation in steady state is achieved. The control pro-
posed employs a dynamic droop control gain during the time-dependent protocol.

Multi-MG (MMG) secondary control strategies are proposed in the literature [60, 61]. In
[60], the Grey Wolf optimization algorithm is employed to adjust the PID controller gains for
the MMG secondary control. Furthermore, a secondary fuzzy PD controller in cascade with
a PI-PD controller for MMG is proposed in [61]. Additionally, the control gains are adjusted
through the JAYA heuristic algorithm.

Regarding the centralized strategies, references [62, 63, 64, 65, 66] proposes a fuzzy
system to automatically tune the PI gains of the secondary control to improve the stability
and the performance. An artificial neural network is employed in [64] to provide an online
modification of the control parameters. The membership functions are obtained in the [65] by
the particle swarm optimization algorithm. In [66], the frequency regulation in a system with
high penetration of wind generation is considered. With regard to the communication influences
in the secondary control, reference [67] analyzes the influence of the communication delay in
the PI control.
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In [68], the influence of communication multi-delay on the stability frequency regulation
with the PI controller is analyzed. Finally, a predictive model controller to avoid communication
delays in the frequency regulation is proposed in [69].

Concerning the reliability of the centralized strategies, reference [18] proposes a UCD-
FCS, where the frequency of the MG can still be regulated even during control and commu-
nication failures. In the UCDFCS, the decentralized strategy is employed as a backup for the
centralized strategy. However, the UCDFCS considers only the frequency regulation, and the
centralized strategy must be a PI control strategy. Additionally, the UCDFCS are influenced by
communication delays when the control changes from one strategy to another.



Chapter 3

Proposed Controls

3.1 Initial considerations

In this Chapter, the proposed USCS and the decentralized voltage control are presented.
The novel USCS is designed to address the shortcomings of the UCDFCS and enhance the
reliability of secondary control. Additionally, the new decentralized voltage control is proposed
to operate within the USCS framework, ensuring voltage regulation and facilitating reactive
power sharing.

Chapters 1 and 2 presented the operation of the hierarchical control and the secondary
control, and their importance to the MG operation. In the secondary control, the frequency and
voltage regulation are the main objectives, different strategies are employed in order to achieves
these objective - i.e. the centralized, distributed and decentralized strategies. The centralized
strategy is one of most simple and widely employed strategy in MGs systems. However, this
strategy suffers from reliability problems.

To guarantee the centralized secondary control frequency regulation reliability, the UCD-
FCS is proposed in [18]. Since a decentralized control strategy operates as a backup for the
centralized strategy. The UCDFCS also has an initialization strategy, which ensures a smooth
transition between control strategies, maintaining stability in the system.

However, some issues can be observed in UCDFCS: it was designed only for PI-based
centralized control, and although the system supports several decentralized control strategies,
only one strategy was presented. The proposed initialization strategy is affected by the commu-
nication delay between the DCU and the MGCC, so non-smooth transitions can be observed.
And, as shown, the UCDFCS will operate only for frequency, with voltage regulation being
disregarded.

18
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Figure 3.1: Proposed structure of the secondary control.

3.2 Proposed unified Secondary Control

As mentioned previously, the proposed USCS is based on the UCDFCS [18]. The struc-
ture of the proposed USCS is presented in Fig. 3.1, where the DCUs are employed between
the MGCC and the DGs that participate in the secondary control. As presented in [18], the
messages sent by a controller are denoted without an apostrophe, and the messages received by
a controller are denoted with an apostrophe.

A Decentralized Control Unit (DCU) is employed between the DGs and the MGCC.
When in normal operation, i.e., without failures, the MGCC regulates the frequency and the
voltage. This mode is nominated as a centralized mode. When a failure occurs, the DCUs iden-
tify that the MGCC cannot communicate and thus begin to regulate the frequency and voltage
through a decentralized strategy, changing to a decentralized mode. In the proposed USCS,
both centralized and decentralized secondary control strategies operate simultaneously, which
makes it possible to take advantage of the potential of each strategy. Thus, the decentralized
strategies are employed as a backup for the centralized ones. Some modifications are proposed
to reduce the communication delay’s influence when the USCS changes its operation mode.

Observe in Fig. 3.1 that the DGs that participate in the secondary control are denoted with
the index i, where the source with the lowest index has the highest hierarchy. The attribution
of the index to DG can be carried out based on power data, reliability, generation cost, or other
desired characteristics. For this work, the DGs index are selected arbitrary.

The MGCC and the DCUs exchange information through the communication channel,
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thus the MGCC is able to know the states of all the DCUs, and each DCU is able to know
the state of the MGCC. The MGCC sends a message to each DCU, containing the following
variables: the frequency (∆ωsCi

) and voltage (∆V sCi
) control actions generated for each DG; a

signal indicating the operation of the MGCC and the communication channel (CmCi); and the
mode in which each DCU must operate (CmTi).

The DCU also sends a message to the MGCC, containing the following variables: the
frequency (∆ωsDi

) and voltage (∆VsDi
) control actions received/generated for each DG; a signal

indicating the operation state of the DCU (CmDi); and the operating mode in which DCU is
(CmKi).

The proposed USCS presents three operational conditions:

• Normal operation: the DCUs and the MGCC have no communication or control failures,
thus the DCUs and the MGCC can communicate;

• Total failure: all the DCUs cannot communicate with the MGCC. Then, all DCUs change
to Decentralized Secondary Control (DSC) mode;

• Partial failure: one or more DCUs cannot communicate with the MGCC. Hence, only the
DCUs that present failure change to DSC mode.

The normal operation refers to the operation without failures, thus the centralized strate-
gies can operate without any issues. The failure conditions can be classified as total or partial
For each failure the control will take different actions.

3.2.1 Normal Operation

In normal operation, the MGCC will regulate the frequency and the voltage by setting
the control actions ∆VsCi

for voltage and ∆ωsCi
for frequency, and sending them to each DCU

through the communication channel. The MGCC generates the control actions through the
centralized control strategy, where CCf and CCV are the centralized secondary frequency and
voltage strategies. Along with the control actions, the MGCC sends more information to the
DCUs, the CmC = 1 to indicate whether the MGCC is operational and the CmT = 0 to inform
the DCU to operate in DSC mode.

Each DCU receives the message from the MGCC, and if the variable CmT indicates it
to operate in Centralized Secondary Control (CSC) mode (CmT = 1), the DCU will send the
received control action to its respective DG. The control actions sent to the droop controller
of a DG is denoted by ∆ωsD for frequency and by ∆VsD for voltage. Thus, for regular op-
eration, the control actions of the secondary control sent to a DG denoted with index i will
be [∆ωsDi

,∆VsDi
] = [∆ω′

sCCfi

,∆V ′
sCCVi

]. Each DCU, after receiving the messages from the
MGCC, sends a new message to the MGCC reporting the control actions sent to the droop
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controller, the variable CmDi = 1 indicating that the DCU is operational, and the variable
CmKi = 0 indicating that the DCU is operating in DSC mode.

To illustrate this control mode, the Fig. 3.2 presents the messages sent and received for
each component. Note that the control actions message sent by the DCUs to the MGCC presents
the control actions received from the MGCC added with the initialization variables (IHf and
IHV ), theses variables are employed when the control changes its operation mode (DSC to CSC
and CSC to DSC), ensuring that the control actions do not change abruptly.

. . .
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Droop1

DG1

[X1]

DGN

DroopN

DCUN

Central Communication
Channel 

Communication
Channel 1

Recived from MGCC:

Communication
Channel N

[XN]

Sent by MGCC:

Sent by MGCC: Recived from MGCC:Sent by DCUN:

Sent by DCUN:

Recieved from DCUs:

Figure 3.2: Messages during the normal operation.

3.2.2 Partial Failure

A partial failure is determined when some DCUs cannot communicate with the centralized
controller. Some causes of this failure is the communication cable breakage or the communi-
cation interface of the DCUs fails. If a partial failure occurs, the DCUs affected by the failure
will no longer communicate with the MGCC; thus, these DCUs change to DSC mode. In DSC
mode, the DCUs assume the frequency and the voltage regulation using only local information.
When the DCUs change to DSC mode, the control actions generated by the decentralized strate-
gies must be initialized with the last control actions sent by the MGCC, thus avoiding the abrupt
variation of the control actions - this initialization occurs in the decentralized strategy, where
the first value generated by the decentralized strategies must present the same values of the last
increment sent by the MGCC. Fig. 3.3 shows this state of operation when the communication
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channel of the DCU 1 presents the failure.
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Figure 3.3: Messages during the partial failure.

It is possible to observe in Fig. 3.3 that both the DCU 1 and the MGCC cannot receive
messages from each other. The variables sent to each control are only set, however, due to the
failure the message is not received. Note too, that the other DCUs still operate in the CSC mode.

If the DCU communication channel returns (Statei = 1, i ∈ N ), the MGCC and the DCU
can exchange information again, thus the DCU sends a message to the MGCC with its current
operation mode (CmD = 1 and CmK = 1) and the control actions generated by the DSC
strategies (∆ωsDi

and ∆VsDi
). At first, the MGCC will inform the DCU to continue operating

in DSC mode for a while, this state is presented in Fig. 3.4; then, the MGCC will send the
message to the DCUs to operate in CSC mode. Observe that in this process, only the DCU
with failure maintains its operation in DSC mode, the other DCUs still operate in CSC mode.
Additionally, this process is very short, it only lasts until the DSC changes its mode to CSC.

Once the DCU receives the message from the MGCC, it will first calculate an initial-
ization variable for both control actions (IHf and IHV ) and then switch to CSC mode. The
initialization variable is calculated by the difference between the last control actions generated
by the DCU and the first control actions received from the MGCC when changing to CSC mode.
Thus, by applying this process, the voltage and frequency control actions sent by the MGCC
and observed by the DCU will equal the last control actions generated by this DCU when it was
operating in DSC mode. Note that, different from [18], the initialization variable is calculated
in DCU and not in the MGCC. This procedure in the DCU ensures that communication delays
do not affect the control actions when changing to CSC mode. Because, if calculated in the
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Figure 3.4: Messages after the partial failure ends.

MGGC, when the DCU receives the command to change the operation mode with the new con-
trol actions, due to the communication delay, a difference between the CSC and DSC control
actions can occur. Thus, when this process ends, the system returns to operating in the normal
mode.

3.2.3 Total Failure

A total failure is determined when all the DCUs cannot communicate with the centralized
controller. Some causes of this failure is the failure of the central communication switch, the
communication interface of the MGCC fails, or the MGCC turns off. If a total failure occurs,
all DCUs will change to DSC mode, and, as in partial failure, the DCUs use the last control
actions sent by the MGCC to initialize the decentralized strategy - the same procedure for the
partial failure is employed. The state of total failure is presented in Fig. 3.5, note that MGCC
does not send or receive any messages, however, the DCUs still change their states to ensure
the DSC operation mode.

When the failure ends, the MGCC and the DCUs can exchange information again. The
MGCC sends a message containing the variables CmC = 1, CmT = 1, and the control actions
to all DCUs that have their communication channels operating. The variable CmT = 1 warns
the DCU to maintain its operation in DSC mode. Thus, each DCU maintains the DSC mode and
sends a message to the MGCC containing the variables CmD = 1, CmK = 1, and the value
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Figure 3.5: Messages during the total failure.

of the control actions generated by the DSC strategy. The state when the DCUs are operating
in DSC mode and the MGCC resumes operation is presented in Fig. 3.6, where the MGCC
sends the same messages to all DCUs. Note that the increments generated by the centralized
strategies are sent to the DCUs, but these values are not applied.
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Figure 3.6: Messages during the tracking process.
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The MGCC, when receiving the messages from the DCUs, can know which communica-
tion channels are operating (CmD′

i = 1). After that, the MGCC will arbitrarily select a DCU
(denoted by index k) to start the tracking process. The tracking process is carried out to en-
sure that the first control actions sent to the DCUs are near the control actions generated by the
selected DCU when operating in the DSC mode.

Unlike [18], where the tracking process is coupled with the PI controller, the proposed
tracking process does not include a coupled control mesh in the centralized controller. Thus,
to apply the proposed USCS with various types of centralized strategies, the proposed tracking
process only changes the initialization value of the centralized control strategy when two con-
ditions are maintained: during a period of X time (X ∈ ℜ+) the system does not suffer any
communication or control failure; and the voltage and frequency derivative must be less than
a value Z (Z ∈ ℜ+). These two conditions ensure that the system is not oscillatory and has
stable communication and control.

In order to highlight the tracking process, lets consider the voltage graphs presented in
Fig. 3.7. Before the failure ends, represented by (1) in Fig. 3.7, the DCUs operates in DSC
mode, and the MGCC and DCUs cannot receives data from each other. When the failures end,
in time (1), the MGCC start the tracking process, that are composed of two steps: system and
communication verification; and commanding the control mode change.

In the system and communication verification step, the MGCC check if the communi-
cation is stable and the system does not present oscillations. The first verification is achieved
through the waiting time X , and the second is through the voltage and frequency derivative.
As presented in Fig. 3.7, if the the waiting time verification is achieved (1), but the voltage or
frequency derivative are still with high values (2), the MGCC does not start the second step.

If the both conditions is achieved, represented in time (3) of Fig 3.7, the MGCC start the
commanding the control step, the MGCC sends the message containing the values of the control
actions and the command CmT = 0 to the DCUs change to CSC mode. As in the partial failure,
when the DCUs receive the message from the MGCC, they calculate an initialization variable
for both control actions (IHf and IHV ) and then switch to CSC mode. As mentioned, with this
tracking process, any centralized secondary control strategy can be implemented in the MGCC.

3.2.4 MGCC Control Scheme

The proposed MGCC control scheme can be summarized in the diagram of Fig. 3.8.
Wherein, the control actions for normal operation, partial failure, and total failure are high-
lighted. Additionally, note that the total failure presents three paths: one refers to the failure of
MGCC, and the other refers to communication failures.

For the MGCC it is possible to represent its control actions mathematically. The control
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Figure 3.7: Tracking process in the proposed USCS.

action generated by the centralized control strategy in the MGCC is sent to a certain DCU –
denoted with index i – only when all the following conditions are met: the MR is in islanded
mode (PCCS = 0); the MGCC is not in failure (Fail = 0); the DCU in question is not in
failure mode (CmD′

i = 0); and, it is not operating in DSC mode (CmK ′
i = 1). Mathemati-

cally, it is possible to represent the frequency and voltage control actions through the following
equations:

∆ωsCi
(t) =



0 if

Fail = 1 ||PCCS = 1 ||
CmK ′

i = 1 ||CmD′
1 = 0 ||
Rst = 1

CCf if

Fail = 0 & PCCS = 0 &

CmK ′
i = 0 & CmD′

i = 1

& Rst = 0

(3.1)



27

δ(t)>X
ETRf&V≤Z

MGCC in Failure?

Central 
Communication

Channel is
operating?

No
Fail=0

Yes

Fail=1
CmC1..N = 0,
CmT1..N = 1

Yes
ΣCmC'≥1

Start

Yes

Communication
channel i is
operating?

All DCUs are
operating in the
decentralized

mode?
ΣCmK'=ΣCmD' 

Yes

No
ΣCmK'≠ΣCmD' 

CmC1..N = 1,
CmT1..N = 0,

ΔVsC_i = 0
ΔωsC_i = 0

Select a DCU

Initiate a tracking
process

CmC1..N = 1,
CmT1..N = 0,
ΔVsC_i = CCf 

ΔωsC_i = CCf

i = i + 1i>N

CmC1..N = 1,
CmT1..N = 0,
ΔVsC_i = CCf 

ΔωsC_i = CCf

No

No

No

Yes

Sim

No

CmC1..N = 0,
CmT1..N = 1
ΔVsC_1..N =0, 

ΔωsC_1..N =0

CmC1..N = 1,
CmT1..N = 1

Normal Operation Partial Failure Total Failure

Figure 3.8: Proposed secondary control - MGCC.

∆VsCi
(t) =



0 if

Fail = 1 ||PCCS = 1 ||
CmK ′

i = 1 ||CmD′
1 = 0 ||
Rst = 1

CCV if

Fail = 0 & PCCS = 0 &

CmK ′
i = 0 & CmD′

i = 1

& Rst = 0

(3.2)
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In equations (3.1) and (3.2), Fail indicates the MGCC failure condition, PCCS indicates
the MG operation mode, CmD′ and CmK ′ is the information received by the MGCC from
each DCU, CCf and CCV are the mathematical representations of the centralized frequency
and voltage control strategies, and Rst is an auxiliary variable that indicates if the MGCC is in
tracking mode, as represented in the equation (3.3).

Rst(t) =



0 if

Fail = 1 ||PCCS = 1 ||
((δT (t) ≤ X & ETRf ≤ Z & ETRV ≤ Z)||

N∑
i=1

CmD′
i ̸=

N∑
i=1

CmK ′
i) & PCCS = 0)

1 if

Fail = 0 & PCCS = 0 &
N∑
i=1

CmD′
i =

N∑
i=1

CmK ′
i ̸= 0

& ETRf > Z & ETRV > Z & δT (t) > X

(3.3)

where X is the time reference for the tracking process interruption, δT (t) is the time variation
that the MGCC does not fail, Z is the smallest derivative value of frequency and voltage for the
tracking process interruption, and ETRf and ETRV are defined by:

ETRf (t) = |df
dt
| (3.4)

ETRV (t) = |dV
dt

| (3.5)

The tracking process starts only if the MGCC does not present faulty (Fail = 0) and
all DCUs, which have the communication channel transmitting and does not present faulty
(CmD′

i = 1), are operating in DSC mode (CmK ′
i = 1). This process only ends when the

frequency and voltage derivatives are less than Z, and no failures occur in X seconds of time.

When in normal operation, the MGCC sends the information CmTi = 0 for all the DCUs
to operate in CSC mode. The information CmTi = 1, for DCUs operating in DSC mode, is only
sent when in the tracking process. Mathematically, is possible to define CmTi(t) as follows:

CmTi(t) =


0 if Fail = 1 ||PCCS = 1 ||Rst = 0 ||CmD′

i = 0

1 if
Fail = 0 & PCCS = 0 & CmD′

i = 1 &

(Rst = 1 || (Rst = 0 & CmK ′
i = 1 & IHi = 0))

(3.6)

During its entire operation, the MGCC sends the information CmCi = 1 to all DCUs,
regardless of whether the communication channel is operating or not. However, if the MGCC
fails, the information sent by it becomes null, that is:
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CmCi(t) =

{
0 if Fail = 1

1 if Fail = 0
(3.7)

3.2.5 DCUs Control Scheme

Similarly to the MGCC, the proposed DCUs control scheme can be summarized in the
diagram of Fig. 3.9. Note that, in the diagram, the normal operation mode, the failure opera-
tion mode, and the returning to CSC mode are highlighted. Different from the MGCC control
scheme, the actions for partial failure and total failure are the same.
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Figure 3.9: Proposed secondary control - DCU.

In CSC mode, the control actions of the DCUs are equal to the control actions received
from the MGCC plus the initialization variables. In case of a failure, the last control action
values sent by the MGCC to the DCUs, before the failure, are used as initialization variables
for the DSC strategy. It is possible to represent the control actions generated by a DCU through
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the following equations:

∆ωsDi
=



0 if PCCS = 1

∆ω′
sCi

+ IHfi if
PCCS = 0 & CmC ′

i = 1

& CmT ′
i = 0

CDfi(∆ωsDi
(tfi)) if

PCCS = 0 &

(CmC ′
i = 0 ||CmT ′

i = 1)

(3.8)

∆VsDi
=



0 if PCCS = 1

∆V ′
sCi

+ IHVi
if

PCCS = 0 & CmC ′
i = 1

& CmT ′
i = 0

CDVi
(∆VsDi

(tfi)) if
PCCS = 0 &

(CmC ′
i = 0 ||CmT ′

i = 1)

(3.9)

where CmC ′
i and CmT ′

i are the information sent by the MGCC and received by each DCU,
∆ω′

sCi
and ∆V ′

sCi
are the control actions sent by MGCC to each DCU, tfi is the time when

the information CmT ′
i changes its state to 1, CDVi

and CDωi
are the functions of the DSC

strategies implemented in DCUs, IHf and IHV are the CSC mode initialization variables for
frequency and voltage:

IHfi(t) =

{
0 se PCCS = 1 & CmKi = 1

∆ωsDi
(tei)− ω′

sCi
(tei) se CmC ′

i = 1 & CmT ′
i = 0

(3.10)

IHVi
(t) =

{
0 se PCCS = 1 & CmKi = 1

∆VsDi
(tei)− V ′

sCi
(tei) se CmC ′

i = 1 & CmT ′
i = 0

(3.11)

where te is the time that the DCU receives the signal from the MGCC to switch to CSC mode.

The initialization variable receives a null value when the MG is connected (PCCS = 1)
or the DCU is operating in DSC mode. Otherwise, the initialization variables are calculated
through the difference between the control actions of the respective DCU and the control actions
of the MGCC, being changed in value only when the respective DCU changes from DSC to CSC
mode.

The variable CmDi = 1 is sent regardless of the operation mode. This variable will only
receive the value null if the DCU is in a failure state. The Equation (3.12) presents the states for
the variable CmDi.

CmDi(t) =

{
0 se Faili = 1

1 se Faili = 0
(3.12)
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During the CSC mode, the DCUs send the information CmKi = 0 to the MGCC. In the
DSC mode, the DCUs send the information CmKi = 1. These actions are represented by the
following equation:

CmKi(t) =


0 se

PCCS = 1 || (CmC ′
i = 1 &

PCCS = 0 & CmT ′
i = 0)

1 se
PCCS = 0 & (CmC ′

i = 0

||CmT ′
i = 1)

(3.13)

3.3 Proposed Decentralized Voltage Secondary Control

The decentralized control strategies proposed in the literature for voltage regulation often
involve very complex functions or state estimation systems [33, 34, 35], which can make it
difficult to employ these strategies to an MG with the USCS. Thus, in order to overcome these
disadvantages, a new decentralized voltage control strategy is proposed.

The novel decentralized secondary voltage control is based on equivalent system repre-
sentation and local measurement, wherein the voltage regulation in the PCC and the reactive
power sharing are the main objectives of this control.

To understand the concept of the proposed control, let’s consider the MG presented in
Fig. 3.10. Note that this MG presents four buses, four loads, and three DGs. The buses are
connected through three cables - Z12, Z23, and Z24 - and any bus can be considered the PCC.
Any DG sees the system where it is connected as an equivalent generator, as shown in Fig. 3.11.

Z12.DG

Bus 1

. Z24 . DG

Z23 . DG

Bus 2

Bus 3

Bus 4

Figure 3.10: MG for voltage control.

.ZEQ.

PCC-DG Bus EQ

Equivalent System

DG DG
EQ

V∠0 VEQ∠θ

P+jQ

I

LEQ

Figure 3.11: Equivalent system observed by a DG.

In Fig. 3.11, VEQ represents the voltage in the equivalent bus, LEQ is the total load of the
MG, ZEQ is an equivalent impedance, P and Q are the active and reactive power, I are the DG
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current.

Let’s consider that the MG operates with a conventional droop control (P vs ω) with a
decentralized secondary frequency control. Thus, due to the droop control, active power sharing
is achieved in the steady state. If the power factor of the MG is known, it is possible for each
DG to dispatch the reactive power according to its active power generated. Hence, based on the
affirmation above, the following control law is proposed:

∆Vsec = −
∫
(V V + V Q)dt (3.14)

V V = (Vi − Vs0 + Ii · ZEQ) · k1 (3.15)

V Q = (mi ·Qi −QEQi
) · k2 (3.16)

QEQ = ϕ ·mi · Pi (3.17)

where V V is the control portion that is responsible for the voltage regulation, V Q is the control
portion that is responsible for the reactive power sharing, Vi is the local voltage for the ith DG,
Vs0 is the voltage reference, Ii is the current of the ith DG, k1 is control gain for the voltage
regulation portion, Qi is the reactive power of the ith DG, QEQi

is the estimated reactive power
in the equivalent system in the perspective of the ith DG, k2 is the control gain for the reactive
power sharing regulation portion, ϕ is the tangent of the power factor, mi is the voltage droop
coefficient of the ith DG, Pi is the active power of the ith DG.

The strategy only requires local voltage, current, and active and reactive power measures.
As the active power sharing is guaranteed through the primary control strategy, the proposed
strategy estimates the amount of reactive power that must be generated through the generated
active power. Thus, knowing the power factor of the system generation, the strategy is able to
guarantee the sharing of reactive power.

As the strategy only needs to know the power factor of the total generation of the system,
the topology changes may affect the strategy. As presented in [70] for the primary control, in
decentralized strategies MG topology and load changes can affect the reactive power chairing.
This behavior occurs due to the voltage being a local variable. Thus, if the system changes the
voltage in each bus of MG differently, it causes different decentralized control actions. This
phenomenon can occur for the decentralized secondary voltage strategies too. Thus, the loss or
entry of new generators is considered only as a load change for the control. In addition, knowing
the entire network topology or the number of generators in the system is not necessary.

The proposed strategy is proposed to operate with the USCS, therefore, it is only a tem-
porary solution for voltage regulation. Thus, the system power factor is not estimated, but in-
formed by the MGCC during the CSC operation, and in case of failures, the proposed strategy
would use the last power factor value received.

If the power factor of the MG changes during the DSC operation mode, the reactive power
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sharing of the DGs will present deviations. However, these deviations will not present high
values, due to all DGs present the same ϕ gain. Thus, it is important to the ϕ gain being adjusted
with the same value for all DGs, if not, deviations in the reactive power will be presented.

The strategy is parameterized through three variables: k1, k2 and ZEQ. The ZEQ variable
is responsible impedance of the remote bus control and allows controlling the voltage close to
the PCC, if inserting the Thévenin impedance value between the DG bus and the PCC bus. The
variables k1 and k2 are responsible for voltage regulating and reactive power sharing, respec-
tively. If k1 > k2, the control will tend to keep the MG voltages closer to the reference value
(Vs0), otherwise, if k1 < k2, the control will tend to prioritize reactive power sharing.



Chapter 4

Simulation Results

4.1 Initial considerations

In Chapter 3 the proposed decentralized secondary voltage control and the novel USCS
are presented. In order to test the proposed controls an MG is modeled in the Matlab/Simulink
environment. The MG models and converters control are presented in [19].

Thus, in this Chapter, the MG test and the simulation results are presented. The simu-
lation considers three cases, the first shows the results for the secondary decentralized voltage
control; the second case presents the results for the USCS where the total and partial failures are
simulated; and the last, presents the comparison between the proposed USCS and the UCDFCS.

4.2 Microgrid Structure

The MG structure employed in this work is based on the MG proposed in [19]. The
implemented MG is presented in Fig. 4.1, where two Photovoltaic Systems (PV) and two
BESSs are present. The MG data can be found in Table 4.1, and other parameters and control
descriptions and gains can be found in [19].

The MG is simulated in Matlab/Simulink software using the simpower system library.
Therefore, the simulations consider the electromagnetic transient regime. The Matlab/Simulink
is a widely used tool to test MG control strategies [71], additionally, past works [72, 73, 74, 70,
19, 17] employed the Matlab/Simulink to test MG’s control and operation strategies.

For the MG implementation, the impedance model was used for the cables and loads.
The converters are represented through the average value model, therefore, the high-frequency
dynamics are not represented. As presented in [72, 75] the average values model does not
influence the dynamics converters controls, when operating in an MG. The dynamics of the
primary sources and the DC/DC converters of the DGs are not represented, so an ideal source
is adopted to compose the DC bus of the sources.

34
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Figure 4.1: MG CIGRE, [19].

Table 4.1: MG Data [19].
Element Parameters

Main Grid 20 kV; 100 kVA; X/R = 1
Transformer 20/0.38 kV; 100 kVA; Xt = 6%

Inverter of BESS 1 (i = 1) 45 kVA
Inverter of BESS 2 (i = 2) 45 kVA

Inverter of PV 1 20 kVA
Inverter of PV 2 20 kVA

Load R11 (j = 1) 14,25 kW e 4,68 kvar
Load R15 (j = 2) 49,40 kW e 16,24 kvar
Load R16 (j = 3) 52,25 kW e 17,17 kvar
Load R17 (j = 4) 33,25 kW e 10,93 kvar
Load R18 (j = 5) 44,65 kW e 14,68 kvar

Note in Fig. 4.1 that the MGCC is represented in the simulation, and the secondary control
is implemented in the MGCC, note too that both BESS communicates with the MGCC, and the
PV systems do not communicate with the MGCC. The communication system is represented as
a delay in the simulation.

For the BESS and PVs controls, the grid-supporting control (V/f control mode) is em-
ployed for the BESS, and the grid-following control (PQ control mode) is adopted for the PV
converters. In the grid-supporting control, two PI control loops are connected in series, a volt-
age loop and a current loop. The droop control with virtual impedance [26] is employed. The
Fig. 4.2 illustrates the converter’s control loops.
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Figure 4.2: Converters control, [19].

The control of the PVs employed is also shown in Figure 4.2. The current PI loop refer-
ences are generated through the power control loops. Unlike the BESS, the control of intermit-
tent sources uses a Phase Lock Loop (PLL) to follow the angle and frequency reference of the
grid. The control of the converters and their operating limits are presented in the Annex A.

4.3 Case 1: Decentralized Voltage Control Strategy

In order to evaluate the proposed decentralized voltage secondary control, simulations
considering only decentralized control are carried out. The MG operation point considered is
described in Table 4.2.

The following event sequence was considered in the simulations:

• In t = 0 s, the MG operates islanded without secondary control;
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Table 4.2: MG operation Point.
Element Value

Load R11 (kVA) 4,13 ̸ 18,18◦

Load R15 (kVA) 14,30 ̸ 18,18◦

Load R16 (kVA) 15,12 ̸ 18,18◦

Load R17 (kVA) 9,63 ̸ 18,18◦

Load R18 (kVA) 12,93 ̸ 18,18◦

PV (kW) 0,00
Droop Pref (kW) 0,00
Droop Qref (kvar) 0,00

• In t = 0, 1 s, the secondary control is activated;

• In t = 2, 2 s, the Load R11 increases its values to 14,25 kW e 4,68 kvar.

The proportional control strategy with low pass filter [30] is applied as a decentralized
strategy for frequency regulation. Thus, the proposed decentralized voltage control operates
together with the decentralized frequency strategy. The strategy proposed by [30] can be de-
scribed as following:

CDfi +
d T2i · CDfi

dt
= αi(ωs0 − ωi) (4.1)

where, i is the index representing a DG, T2i is the low-pass filter time constant, αi is the pro-
portional gain, ωi is the frequency measured locally.

The gains adopted for the simulations are presented in Table 4.3. It is noteworthy that the
gains were selected following the algorithm proposed in B, thus the control is adjusted in order
to maintain the MG stability for the possibles control structure and operation points. With the
exception of parameters ZEQ, which were taken from the Zbus matrix of the MG, that is, ZEQ

is equal to the Thévenin impedance between the bus where the DG is connected and the MG
PCC.

Table 4.3: Decentralized Controls Gains.
Gain Value [p.u.]
a 5
T2 10
k1 6
k2 12
ϕ 0.3284

ZEQ1 0.0067
ZEQ2 0.2553

The Figs. 4.3(a) and 4.3(b) present the frequency and voltage at the MG PCC when the
decentralized control strategies are employed. Note that the PCC MG frequency and voltage
are not regulated to the desired reference value (1 p.u.), and the system remains stable during
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its operation and load increase.
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Figure 4.3: MG dynamics when operating with the DSC only. (a) Frequency. (b) Voltage.

The active and reactive powers for each BESS are shown in Figs. 4.4(a) and 4.4(b). One
can see that the active power has perfect sharing when observing both BESS, however, the
reactive power presents some deviations in the power sharing. This behavior occurs due to the
adjustment of the control gains and mostly due to the tangent of the power factor. Changing the
value of the control gains k2, it is possible to achieve better reactive power sharing, however,
the voltage regulation will be affected.

Considering the control actions of both BESS, the Figs. 4.5(a) and 4.5(b) present the
generated control actions of the decentralized secondary control. One can see that the generated
frequency control actions in both BESS present the same values. However, for the voltage
control action, the control actions start being generated with the same values, and after 1 second
of simulation, the control actions start to present different values. This behavior is due to the
voltage and reactive power in each BESS being different. For the frequency regulation case, the
frequency is a global variable of the system, however, the voltage is a local variable, thus, the
voltage value in each bus BESS is expected.

The Figs. 4.6(a) and 4.6(b) present the increment portions of V V (3.15) and V Q (3.16).
Note that the module portion of the decentralized voltage control is larger for BESS 2, however,
for the sharing portion BESS 1 presents a larger value. This occurs due to the voltage and reac-
tive power generated in each BESS being different, thus different control actions are generated
for each BESS.

It is important to observe that the proposed control can achieve voltage regulation and
maintain the system’s stability during its operation. Still, it is important to know that the pro-
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Figure 4.4: MG dynamics when operating with the DSC only. (a) Active Power. (b) Reactive
Power.
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Figure 4.5: MG dynamics when operating with the DSC only. (a) Frequency control action.
(b) Voltage control action.

posed decentralized voltage strategy is proposed to operate with the USCS, thus the tangent of
the power factor does not need to be estimated for each DG. However, to operate the MG only
with the decentralized strategies, an estimation method for the tangent of the power factor must
be employed.
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Figure 4.6: MG dynamics when operating with the DSC only. (a) V V . (b) V Q.

4.4 Case 2: USCS with PI Strategies

In order to test the proposed USCS with the proposed decentralized voltage control, the
PI control with fixed gains [4] is adopted as a centralized control strategy for both voltage and
frequency regulation. Additionally, the proportional control strategy with low pass filter [30] is
employed over again.

The PI control with fixed gain can be described using the following equations:

CCf = Kpω · (ωs0 − ωPCC) +Kiω ·
∫
(ωs0 − ωPCC) (4.2)

CCV = KpV · (Vs0 − VPCC) +KiV ·
∫

(Vs0 − VPCC) (4.3)

where Kpω and KpV are the proportional gains for frequency and voltage, Kiω and KiV are the
integrative gains for frequency and voltage, Ωs0 and Vs0 are the centralized secondary references
for frequency and voltage, ωPCC and VPCC are the PCC frequency and voltage measured.

The gains adopted for the simulations for the decentralized controls are presented in Table
4.3, and the gains for the centralized control are presented in Table 4.4. The algorithm presented
in B is employed for the control gain adjustment. Additionally, the same operating point for the
decentralized control simulations is applied. Four cases are evaluated:

• Complete failure of the communication channel without communication delay;

• Complete failure of the communication channel with 150 ms of communication delay;
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• Failure of the communication channel between BESS 1 and the MGCC, without commu-
nication delay;

• Failure of the communication channel between BESS 1 and the MGCC, with 150 ms of
communication delay;

Table 4.4: Centralized Controls Gains.
Gain Value [p.u.]
Kpω 0.3
Kiω 6.0
KpV 0.3
KiV 6.0

The four cases simulated consider the following sequencing of events:

• At t = 0 s, the MG is operating in islanded mode, without the presence of the secondary
control;

• At t = 0.1 s, the secondary control is activated;

• At t = 0.5 s, the system failure occurs;

• In t = 2.2 s, load R11 increases its load to 14.25 kW and 4.68 kvar;

• In t = 3 s, the failure is removed and the system returns to normal operation.

4.4.1 Case 1: Total Failure

A total failure can occur for several reasons: failure of the communication equipment,
making it impossible for the MGCC to send or receive information; the MGCC fails due to an
internal or external failure; the MGCC is unable to measure the frequency or voltage. For the
simulated condition, a failure in the central communication channel is considered, i.e. a failure
in communication equipment. The MG frequency and voltage for this fault are presented in
Figs. 4.7(a) and 4.7(b).

It is observed that before the secondary control is active, the frequency and voltage are
maintained by the droop control. Thus, the voltage and frequency present deviations from the
nominal values, wherein the voltage and frequency present a value in p.u. of 0.95 and 0.98,
respectively. When the secondary control is activated, in t = 0.1 s of simulation, the voltage
and frequency are quickly regulated for the nominal values.

However, due to the communication failure in t = 0.5 s of simulation, the MGCC cannot
send its secondary control actions to the DCUs, thus, the DCUs identify the failure and change
their operation mode to DSC. Therefore, the voltage and frequency are regulated by the de-
centralized strategies. Note that when the decentralized control takes action, the dynamics of
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Figure 4.7: MG dynamics with USCS - Total Failure (a) Frequency. (b) Voltage.

frequency and voltage change. However, abrupt variations are not observed when the control
changes from centralized to decentralized mode. Observe too, that when the load R11 changes
its values, in t = 2.5 s, the secondary controls take actions, maintaining the regulation and the
system stability.

When the failure ends in t = 3 s, the system returns to operate in CSC mode, note that
the frequency and voltage do not present abrupt variations in its values. Still, it is possible to
observe the dynamic changes in the frequency and voltage regulation, when the system changes
its operation mode.

The active and reactive powers of each BESS are illustrated in Figs. 4.8(a) and 4.8(b).
It is observed that both the active and reactive power do not present sudden changes when the
control modes occur in t = 0.5 s and t = 3 s. Note too that the active power presents the same
values for both BESSs during both CSC and DSC mode. However, the reactive power presents
different values during the simulation, and these differences are observed in both CSC and DSC
modes.

The voltage and frequency control actions sent from the DCUs to the DGs are shown in
Figs. 4.9(a) and 4.9(b). In both control actions, there were no abrupt variations when the control
changed its operation mode from CSC to DSC or DSC to CSC, showing that the proposed
strategy guarantees a smooth transition when there is a change of control mode.

The internal variables of the MGCC are illustrated in Fig. 4.10. It is observed that,
when there is a failure in the communication channel, the MGCC stops receiving information
from the DCUs, so all information received from the DCUs is null. Upon receiving the failure
information, the MGCC changes the state of the internal variables CmT1 and CmT2 to logical
level 1. The internal variables of the DCUs are shown in Figs. 4.11 and 4.12. When a total
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Figure 4.8: MG dynamics with USCS - Total Failure (a) Active Power. (b) Reactive Power.
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Figure 4.9: MG dynamics with USCS - Total Failure (a) Frequency control action. (b) Voltage
control action.

failure occurs, as soon as the UCDs stop receiving messages from the MGCC, they change
control mode to decentralized, changing the variable CmK to logical level 1.

During the failure, the DCUs maintained their operation mode in DSC. Note that the
variables received from MGCC during the failure receive null values.

After the failure ends (t = 3 s), the MGCC is able to receive the information from the
DCUs, and the DCUs are able to receive the information from the MGCC. The MGCC, seeing
that the communication returns maintains the variables CmT and RsT in logical level 1. And,
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Figure 4.10: MG dynamics with USCS - Total Failure - MGCC.
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Figure 4.11: MG dynamics with USCS - Total Failure - DCU 1.
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Figure 4.12: MG dynamics with USCS - Total Failure - DCU 2.
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the DCUs maintain their operation in decentralized mode, due to the CmT variable sent by the
MGCC.

The Rst variable operates at logic level 1 right after the failure, however, the MGCC only
starts the tracking process after the communication channel returns. The BESS 1 is selected as
a reference for the tracking process. It is possible to verify that the tracking references are only
selected after the return of the communication channel.

The tracking process for this situation takes 0.1 s to be performed, and after that time the
MGCC sends the signal to the DCUs to change operation mode. The DCUs after receiving the
signal from the MGCC, calculate the new initialization variable and switch to the centralized
control mode.

Note that the initialization variable of the DCU 1 receives values near zero, due to being
selected as the reference for the tracking process. However, the DCU 2 presents different val-
ues for IHV , due to the control actions generated by the decentralized voltage strategy during
the DSC mode. Still, the initialization variable IHf presents values near zero too, since the
decentralized frequency strategy generates control actions similar in both DCUs.

4.4.2 Case 2: Total Failure with communication delay

In order to evaluate the performance of the new proposed structure considering communi-
cation delays, a simulation considering a fixed communication delay of 150 ms in the commu-
nication channels was performed. Additionally, the same events as in the case of total failure are
considered. The frequency, voltage, active and reactive power are illustrated in Figs. 4.13(a),
4.13(b), 4.14(a) and 4.14(b), respectively.

For the states observed in the Figs. 4.13(a), 4.13(b), 4.14(a) and 4.14(b), one can see that
the system maintains its stability and voltage regulation even during the communication failure.
Additionally, when the DCUs change its operation modes, the system does not present abrupt
variations.

The frequency and voltage control actions from the DCUs sent to the primary control are
illustrated in Figs. 4.15(a) and 4.15(b), it is observed that there were no abrupt variations in the
control actions when the DCUs changed their operating mode. It is important to comment that
the dynamics when considering the communication delay are different from the case without
delay due to the centralized control strategy, which is largely affected by the communication
system.

The internal variables of MGCC and DCUs 1 and 2 are shown in Figs. 4.16, 4.17 and
4.18.

It is observed that the DCU and MGCC events sequence are similar to the events sequence
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Figure 4.13: MG dynamics with USCS and communication delay - Total Failure. (a)
Frequency. (b) Voltage.
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Figure 4.14: MG dynamics with USCS and communication delay - Total Failure. (a) Active
Power. (b) Reactive Power.

of the case without communication delay. However, due to the communication delay, the DCUs
take a longer time to change operation mode. This phenomenon can be explained because
the MGCC takes 150ms to receive information from the DCUs, and the DCUs take 150ms
to receive information from the MGCC. Note that the variable CmT ′ received in the DCUs
presents a duration time of 400 ms when with logic level 1, equivalent to the tracking process
time plus twice the communication delay time.
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Figure 4.15: MG dynamics with USCS and communication delay - Total Failure. (a)
Frequency control action. (b) Voltage control action.

4.4.3 Case 3: Partial Failure without communication delay

A partial failure only occurs when the communication channel between some DCUs and
the MGCC goes out of operation. Internal failures in the DCUs cause the loss of the generating
unit, since the DCU is part of the internal control of the unit, so a failure in this component is a
failure in the DG control itself, which affects not only the frequency and voltage regulation but
the unit control itself.

For the simulated condition, a partial failure in the communication channel between BESS
1 and the MGCC was considered. Figs. 4.19(a) and 4.19(b) illustrate the dynamics of PCC
frequency and voltage.

For this scenario, the frequency and voltage are regulated to the nominal value (1 p.u.)
since the BESS 2 continues to operate in CSC mode. It is observed that, during the control
transition period, there were no abrupt variations in the frequency and voltage values.

The Figs. 4.20(a) and 4.20(b) illustrate the dynamics of active and reactive power of both
BESS. It is observed that after DCU 1 changes to connected mode, the active power of BESS 1
decreases in value, while the power of BESS 2 increases. However, a similar dynamic cannot
be observed for reactive power. Since the reactive power of BESS 2 decreases and the reactive
power of BESS 1 increases when the DCU switches to decentralized mode. These dynamics
can be explained through the control actions generated in each BESS.

The frequency and voltage control actions from the DCUs sent to the primary control are
illustrated in Figs. 4.21(a) and 4.21(b). The frequency control action tends to remain constant
after DCU 1 changes to DSC mode. Since the decentralized frequency strategy uses a propor-
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Figure 4.16: MG dynamics with USCS and communication delay - Total Failure - MGCC.
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Figure 4.17: MG dynamics with USCS and communication delay - Total Failure - DCU 1.
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Figure 4.18: MG dynamics with USCS and communication delay - Total Failure - DCU 2.
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Figure 4.19: MG dynamics with USCS - Partial Failure. (a) Frequency. (b) Voltage.
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Figure 4.20: MG dynamics with USCS - Partial Failure. (a) Active Power. (b) Reactive Power.

tional control and the centralized strategy a PI that seeks null error, the decentralized frequency
control strategy tends not to generate steady-state control actions when operating together with
the centralized control strategy.

In steady state, only the DGs operating in CSC mode take action for frequency regulation.
This may be a drawback of the structure, as it limits the frequency regulation capability to those
DGs in CSC mode. However, if the DGs under CSC reach their maximum capacity, the DGs
operating in DSC mode can step in to regulate the frequency. In such scenarios, the remaining
DGs in DSC mode dispatch their power to maintain the power balance within the MG. This
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coordination ensures that even when some DGs are unable to respond due to capacity constraints
or communication failures, the overall system stability and power balance are preserved.
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Figure 4.21: MG dynamics with USCS - Partial Failure. (a) Frequency control action. (b)
Voltage control action.

However, for the proposed decentralized voltage control strategy, an integrative control
with two inputs is applied, wherein one input is related to voltage control and another is related
to reactive power sharing. The actions of the decentralized strategy after the failure tend to
increase and then begin to decrease. This phenomenon can be explained through the increment
portions of the DCU 1 decentralized strategy illustrated in Figs. 4.22(a) and 4.22(b).

Both increment portions of the decentralized strategy start with negative values, the mod-
ulus portion increases quickly and becomes a positive value after a few seconds of failure.
The sharing portion also increases rapidly, however after approximately one second the sharing
portion starts to decrease. The sudden increase in both portions occurs because both portions
present negative values. As the integrator starts to generate the control action for the primary
control, the DG voltage rises rapidly, also causing the reactive power to increase. With this
increase, both control portions rise rapidly.

Additionally, the drop in reactive power after a few seconds of failure is due to the active
power of the unit, and as the active power is used to estimate the reactive power of the equivalent
unit, the share of power also decreases, causing a decrease in reactive power. The behavior of
the control actions of secondary controls affects directly the behavior of the active and reactive
power, thus, during a partial failure the power sharing is lost.

With the increase of the load R11, both BESSs respond through the primary control,
then the active and reactive power increases, and the voltage is reduced, causing the action of
the decentralized control strategy. However, the control actions generated by the decentralized
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Figure 4.22: MG dynamics with USCS - Partial Failure. (a) V V . (b) V Q.

strategy tend to decrease over time. With the return of the communication channel at 3 s, the
UCDs return to operating in centralized mode and maintain the MG voltage at 1 p.u. Note
that, when the communication returns, the DCU employs its last decentralized control actions
as initialization variables.

The MGCC and DCUs’ internal variables are shown in Figs. 4.23, 4.24 and 4.25. When
the failure occurs, the MGCC and DCU 1 are unable to communicate with each other, so the
observed variables of each controller become zero. The MGCC, observing the output of UCD
1, sets the variable CmT1 to logic level 1. The DCU 1 understands that it is no longer able
to communicate with the MGCC switches to the decentralized mode of control, and sets its
variable CmK for logic level 1. Note that the states of the DCU 2 variables do not change
during the simulation.

With the end of the failure in the communication channel, the DCU 1 and the MGCC
returned to communicate with each other. The MGCC quickly sends the information to the DCU
to switch to the centralized operating mode. The DCU 1 receiving this information changes its
mode and sends its magnitudes to the MGCC. Unlike the previous case of total failure, in this
scenario, the tracking process does not occur, since the DCU 2 continues to operate in CSC
mode.

4.4.4 Case 4: Partial Failure with communication delay

In order to evaluate the performance of the proposed USCS considering communication
delays for partial failures, a delay of 150 ms was considered. The same events as the previous
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Figure 4.23: MG dynamics with USCS and communication delay - Partial Failure - MGCC.
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Figure 4.24: MG dynamics with USCS and communication delay - Partial Failure - DCU 1.
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Figure 4.25: MG dynamics with USCS and communication delay - Partial Failure - DCU 2.
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cases were employed in this case.

The Figs. 4.26(a), 4.26(b), 4.27(a), 4.27(b), 4.28(a), 4.28(b) and 4.29 illustrate the be-
havior of the frequency, voltage in the PCC, active and reactive power of the BESS, the voltage
control action from DCU sent to the primary control and the DCU 1 variables, respectively.
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Figure 4.26: MG dynamics with USCS and communication delay - Partial Failure. (a)
Frequency. (b) Voltage.
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Figure 4.27: MG dynamics with USCS and communication delay - Partial Failure. (a) Active
Power. (b) Reactive Power.

From the results presented, one can see that the dynamics of the frequency, voltage, reac-
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Figure 4.28: MG dynamics with USCS and communication delay - Partial Failure. (a)
Frequency control action. (b) Voltage control action.

tive and active power are different from the case without communication delay. Since the com-
munication delay directly affects the centralized control, which operates with UCD 2 throughout
the simulation. As presented above, the behavior of the secondary control actions directly af-
fects the MG dynamics. However, there were no abrupt variations in voltage or frequency when
the DCUs changed their operating mode.

With the dynamics more oscillatory due to the communication delay, the control actions
used as an initial condition by the DCU 1 after the communication failure were oscillatory
values, which made the control actions value of the decentralized strategy much higher than the
centralized strategy, causing both the active and reactive power of BESS 1 larger than the BESS
2.

Still, the frequency and voltage are controlled at the nominal values even while operating
in the decentralized mode of DCU 1. Additionally, the tracking process is not carried out at
this stage, however, it is observed that DCU 1 takes approximately 300 ms to switch from
decentralized to centralized mode.
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Figure 4.29: MG dynamics with USCS and communication delay - Partial Failure - DCU 1.
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4.5 Case 3: Frequency control Comparison between USCS and

UCDFCS

In order to compare both the proposed USCS and the UCDFCS, a case with partial failure
is considered. As presented in [18], the UCDFCS is influenced by the communication delay.
These influences can be better observed in a partial failure. Fig. 4.30 shows the MG frequency
for both strategies.

In this scenario, the MG presents a total load of 50%, and all the PV systems are dis-
connected. At the beginning of the simulation, the MG operates islanded with BESS 1 in
decentralized secondary control mode and BESS 2 in centralized secondary control mode. At
0.6 s of simulation, the MG load increases to 55%. At 1.3 s, the communication link returns to
normal operation. Additionally, a communication delay of 150 ms is considered.

One can see in Fig. 4.30 that both strategies present a similar behavior during the load
increases. However, the behavior when the communication channels return is different. For the
UCDFCS, the frequency suffers oscillations due to the initialization variable being calculated
in the MGCC, and with the presence of the communication delay, the reference value received
by the DCU is different from the actual value. This difference in the reference value occurs due
to the oscillations of load variation.

For the proposed USCS, the initialization variable is calculated in the DCU. Thus, the
communication delay does not influence the initialization variable value because the initializa-
tion variable is calculated locally, without being influenced by the communication delay. The
initialization variable and the decentralized control reference are shown in Fig. 4.31.

One can observe in the frequency plot that the decentralized secondary control reference
of the UCDFCS exhibits oscillations when the DCUs change to centralized mode. Notably,
the initialization variable of the UCDFCS demonstrates a dynamic behavior that converges to
its value, which differs from the USCS, exhibiting a step-like behavior. The behavior of the
UCDFCS is attributed to the communication delay, as the MGCC continues to perceive the
DCUs operating in DSC mode.
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Figure 4.30: Frequency comparison between the USCS and UCDFCS.
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Figure 4.31: Variables comparison between the USCS and UCDFCS.



Chapter 5

Control Hardware in the Loop Results

5.1 Initial considerations

In Chapter 4 the proposed decentralized secondary voltage control and the novel USCS
were tested in a simulation environment, where the Matlab/Simulink software was employed.
Thus, in order to achieve more reliable results when employing the proposed controls in a real
MG, a HIL simulation is carried out.

Thus, in this Chapter, the MG model and control and the simulation results are presented
for HIL simulations. The simulation considers two cases, the first shows the results of a total
failure, and the second case presents the results of a partial failure.

5.2 Laboratory Framework and Test System

In order to test the proposed system in the HIL environment, the RTDS computer is em-
ployed. The same MG presented in Chapter 4 is applied for the test system. In the HIL envi-
ronment, the MGCC is built in a real-time controller, while the MG system, converter controls,
and the DCUs are implemented in the simulation environment.

The same laboratory framework presented in [73] is employed in this thesis, as illustrated
in Fig. 5.1. The MGCC with the frequency and voltage centralized secondary strategy is built
in the RTAC-SEL controller. The DCUs, MG topology, DGs, and DGs controllers are imple-
mented in the RTDS platform. The amplifier Double F6350e serves as an interface between the
RTDS and the RTAC-SEL.

The RTDS solves the MG equations and controls. The PCC three-phase voltage is ex-
ternalized through the Giga-Transceiver Analogue Output (GTAO) card. The GTAO card’s
maximum voltage output is ±10 V, which is too low for the RTAC-SEL to measure. Thus, the
amplifier Double F6350e is employed to amplify the voltages from the GTAO and send them to
the RTAC-SEL.

64
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Figure 5.1: Laboratory Setup, [73].

The RTAC-SEL communicates with the RTDS through the MODBUS protocol, with a
latency of approximately 200 ms for both the controller and communication. In the RTDS, each
BESS has its own DCU, and each DCU has its own MODBUS server. The RTAC-SEL can
identify if the network is offline through the MODBUS function’s "Offline" variable. However,
the DCU servers cannot determine if the communication system is operating. Therefore, the
heartbeat strategy [76] is employed in each DCU. In this strategy, the MGCC sends pulses to
the DCUs. If the DCUs do not receive several pulses within a determined time, they consider
the system to be under failure.

The MGCC sends a message containing three variables (CmC, CmT , and ∆ωsC) and
the heartbeat (HB). The DCUs implement logic to detect communication failure. If a failure
is detected, the variables CmC ′ and CmT ′ in the DCU are set to zero, maintaining the DCUs
logic as proposed.

For the simulations, the loads in the MG are considered to consume only 10 kW and 1
kvar each. The decentralized control gains are the same as presented in Table 4.3. For the
decentralized controls, the gains are presented in Table 5.1. Note that these gains are different
from the gains presented in Table 4.4. Different control gains are selected in order to observe
different behaviors in centralized control.

Table 5.1: Centralized Controls Gains HIL.
Gain Value [pu]
Kpω 1
Kiω 1
KpV 0.1
KiV 0.1
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5.2.1 Case CHIL: Total Failure

In this case, the simulation is divided into two stages. The first one presents the results
when the failure occurs, and the second stage when the failure ends.

Figs. 5.2, 5.3, 5.4, 5.4 and 5.6 show the results for PCC, MGCC and DCUs states for the
first stage. In this stage, the simulation starts with the MG in island mode. At 4 s, the centralized
secondary control is enabled, and at 8.3 s, the total failure occurs, where the communication
channel between the DCUs and MGCC is out of operation.
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Figure 5.2: MG dynamics with USCS - First Stage of Case 1 (a) Frequency. (b) Voltage.

Fig. 5.2 shows the MG frequency and voltage for stage 1. Without the secondary control,
only the primary control is operating. In this case, the frequency is 0.978 p.u., and the voltage
is 0.935 p.u. When the controller turns on, the frequency and the voltage are regulated to the
reference value (1 p.u.). One can see that the variables have been regulated in step changes;
this behavior occurs due to the control and communication latency. However, the failure occurs
before the variables reach steady-state, around 0.996 p.u. for frequency and 0.988 p.u. for
voltage.

Note that the active and reactive power increase their values when the secondary control
is acting. This behavior occurs due to the load being modeled as constant impedance, thus the
load consumption is related to the square of the voltage.

When a failure occurs, the control actions of the MGCC cannot be sent to the DCUs.
Thus, the DCUs will not receive new variables. After the failure, the frequency and voltage stay
constant for around 1 second. This behavior occurs due to the heartbeat strategy since the DCUs
need time to identify the communication failure. When the DCU determines the communication
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Figure 5.3: MG dynamics with USCS - First Stage of Case 1 (a) Active Power. (b) Reactive
Power.

Figure 5.4: MG dynamics with USCS - First Stage of Case 1 - MGCC.

failure, the control mode changes to decentralized, and the frequency and voltage return to be
regulated. This behavior can be better seen in the MGCC’s and DCU’s internal variables.
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Figure 5.5: MG dynamics with USCS - First Stage of Case 1 - DCU 1.

Before the failure, the MGCC operates with the variables CmC1 = CmC2 = 1 and
CmT1 = CmT2 = 0 as shown in Fig. 5.4. And the DCUs operate with the variables CmD1 =

CmD2 = 1 and CmK1 = CmK2 = 0, as shown in Figs. 5.5 and 5.6. When the secondary
control starts, the MGCC sends the same value of the secondary control increment to the DCUs.

When a failure occurs, both MGCC CmD′1 and CmD′2 variables are set to zero, and the
variables CmT1, CmT2, and Rst are set to one. One can see that, in the DCUs, the values of
CmC ′1 and CmC ′2 only receive zero when the DCU detects the failure. It is important to note
that the DCUs cannot receive the values of the variables from the MGCC due to communication
failure.

When the DCUs detect the failure, around 10 s of simulation, the CmK1 and CmK2

variables are set to one, and the DCUs change to the decentralized secondary control mode. One
can see that the decentralized control strategy applies the last value received from the MGCC
as an initialization variable. Thus, the generated increment stays the same. The initialization
value used for both DCUs is 0.009 p.u. for frequency and 0.009 p.u. for voltage.

The frequency and voltage are regulated when the decentralized control starts operating.
Note that active power sharing maintains its behavior during the decentralized operation, as
shown in Fig. 5.3. However, it is possible to observe that reactive power sharing improves after
decentralized control. For example, before the decentralized strategy, the difference in reactive
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Figure 5.6: MG dynamics with USCS - First Stage of Case 1 - DCU 2.

power between the batteries was 4.190 kvar. After the decentralized control, the differences
were reduced to 0.958 kvar.

The improvement of the reactive power sharing is due to the proposed decentralized sec-
ondary voltage control. As explained before, the proposed voltage control acts over the voltage
through two portions, one responsible for the voltage magnitude correction and the other for
reactive power sharing. With the presented results, it is possible to observe that the proposed
voltage control can achieve good reactive power sharing by regulating the voltage, different
from the centralized control, where only voltage regulation is considered.

For the decentralized voltage and frequency controls, steady-state values of frequency
and voltage are 0.997 p.u. and 0.988 p.u., respectively. These values are close to the reference.
However, these decentralized strategies cannot achieve null errors due to their operation.

Figs. 5.7, 5.8, 5.9, 5.10 and 5.11 show the results for PCC, MGCC and DCUs states for
the second stage. In the second stage, the simulation starts with the MG in islanded mode where
all DCUs operate in decentralized mode. At 7 s, the communication link returns to operation.

The control behavior can be explained through the MGCC’s and DCU’s internal variables.
Before the communication link returns, the MGCC and the DCUs operate with the last states of
the First Stage. However, when the communication link returns, the MGCC can read the states
of the DCUs. The MGCC receives the states of the DCU 2 first, at 8.01 s, and starts the tracking
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Figure 5.7: MG dynamics with USCS - Second Stage of Case 1 (a) Frequency. (b) Voltage.
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Figure 5.8: MG dynamics with USCS - Second Stage of Case 1 (a) Active Power. (b)
Reactive Power.

process using the DCU 2 as a reference. Then the MGCC receives the message from DCU 1
at 8.41 s. Note that the DCUs only identify that the communication link returns at 8.18 s for
DCU 2 and 8.91 s for DCU 1. This behavior is due to the heartbeat strategy and communication
delay.

During the tracking process, the values of CmT1 and CmT2 are kept to one. Thus, the
DCUs still operate in the decentralized mode. The tracking process lasts for 4 s. The MGCC
changes the state CmT to zero at 12.6 s to inform the DCUs to change their mode. At the same
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Figure 5.9: MG dynamics with USCS - Second Stage of Case 1 - MGCC.

time, the variable Rst changes its values to zero too.

Both DCUs receive the message CmT = 0 at 10.36 s of simulation and change their
control mode to centralized. Thus, the variables CmK change their values to zero. However,
only at 12.80 s of simulation that the MGCC receives the state CmK from the DCUs.

When the DCUs change to centralized control mode, the secondary voltage and frequency
control actions stay the same. Only at 13.32 s the DCUs start to receive the MGCC centralized
control actions. Thus, the voltage and frequency are regulated to their nominal values. As
mentioned in Stage 1, the smooth transition between the decentralized and centralized modes is
due to the initialization variable being calculated in the DCUs.

Also, reactive power sharing is maintained when the control mode changes. This behavior
occurs due to the DCUs maintaining their secondary voltage control actions. As shown in Figs.
5.10 and 5.11, the centralized secondary control actions sent by the MGCC are the same for
both DCUs. However, the decentralized secondary voltage control action generated is different
in each DCU. Thus, when the DCU changes its control, it calculates a new initialization variable.
For the DCU 1, the initialization variable receives the value IHV1 = 0.053 p.u. and the DCU 2
receives IHV2 = 2E − 5 p.u.
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Figure 5.10: MG dynamics with USCS - Second Stage of Case 1 - DCU 1.

5.2.2 Case CHIL: Partial Failure

As in Case 1, the simulation is divided into two stages for this case. The first one presents
the results when the failure occurs, and the second stage shows the results when the failure ends.
The Figs. 5.12, 5.13, 5.14, 5.15 and 5.16 show the results for PCC, MGCC and DCUs states
for the first stage. In this stage, the simulation starts with the MG in islanded mode. At 4.21 s,
the centralized secondary control is enabled, and at 8.19 s, the partial failure occurs, where the
communication channel between the DCU 2 and MGCC gets out of operation.

When the failure occurs, the MGCC does not receive messages from the DCU 1, thus its
variable CmD′

1 receives values zero, and the variable CmK1 in the MGCC is set to value one,
as shown in Fig 5.14. DCU 2 stops receiving the values of the MGCC. However, due to the
heartbeat strategy, DCU 2 only detects the failure at 12.84 s of simulation.

Unlike Case 1, where all DCUs change to decentralized mode, only the DCU with failure
changes to decentralized mode. In Fig. 5.12 one can see that the frequency and voltage are
regulated to the nominal values because the centralized secondary control still acts over the
DCU 1. Due to the objective of the centralized secondary control being to regulate the voltage
and the frequency in the PCC to its nominal values, the actions of the decentralized secondary
control in DCU 1 are influenced.
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Figure 5.11: MG dynamics with USCS - Second Stage of Case 1 - DCU 2.
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Figure 5.12: MG dynamics with USCS - First Stage of Case 1 (a) Frequency. (b) Voltage.

With the frequency being regulated to the nominal value, the decentralized frequency
strategy [30], which only takes control actions if the frequency presents a deviation, will not
participate in the steady state, only in the transitory state. On the other hand, the proposed



74

0 10 20 30 40 50

Time  [s]

17

18

19

20

21

22

23

24
A

c
ti

v
e
 P

o
w

e
r 

[k
W

]

BESS 1

BESS 2

(a)

0 10 20 30 40 50

Time  [s]

1

2

3

4

5

6

R
e
a
c
ti

v
e
 P

o
w

e
r 

[k
v
a
r]

BESS 1

BESS 2

(b)

Figure 5.13: MG dynamics with USCS - First Stage of Case 2 (a) Active Power. (b) Reactive
Power.

Figure 5.14: MG dynamics with USCS - First Stage of Case 2 - MGCC.

decentralized voltage regulation strategy presents a different behavior. It regulates the voltage
based on a local measurement and estimates the PCC voltage through the current. Errors in the
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Figure 5.15: MG dynamics with USCS - First Stage of Case 2 - DCU 1.

voltage regulation may be present as the voltage estimation is not completely accurate. How-
ever, the decentralized voltage strategy action presents the power-sharing portion that depends
on the active power. Thus, in a steady state, the voltage strategy tends to follow the behavior of
the decentralized control.

After DCU 2 changes its control mode, the values of active and reactive powers of BESS
2 are increased faster than BESS 1. This behavior occurs because the decentralized controls act
faster than the centralized control, as shown in Figs. 5.15 and 5.16 where the DCU 2 control
actions are bigger than the DCU 1. However, as the centralized strategy takes action, the control
actions sent to decentralized control are lowered.

Figs. 5.17, 5.18, 5.19, 5.20 and 5.21 show the results for PCC, MGCC and DCUs states
for the second stage. In the second stage, the simulation starts with the MG in islanded mode
where DCU 2 operates in decentralized mode and DCU 1 operates in the centralized mode.
Around 6 s of simulation, the communication link of DCU 2 returns.

From the simulation, it is possible to observe three points in the MGCC: first, when the
communication channel of the DCU returns, the tracking process is not active (see Fig. 5.19
RsT variable); secondly, when the MGCC detects the return of communication, the state CmT1

is set to zero. Thus the MGCC sends the signal to DCU 2 to change its operation mode. Thirdly,
the MGGC detects that the DCU changed to centralized mode at 7.26 s of simulation.
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Figure 5.16: MG dynamics with USCS - First Stage of Case 2 - DCU 2.
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Figure 5.17: MG dynamics with USCS - Second Stage of Case 1 (a) Frequency. (b) Voltage.

For the DCUs, the frequency and voltage control actions in DCU 2 maintain their values
when changed to centralized mode. Additionally, note that the difference between the con-
trol actions is maintained in the centralized operation. As explained above, the decentralized
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Figure 5.18: MG dynamics with USCS - Second Stage of Case 2 (a) Active Power. (b)
Reactive Power.

Figure 5.19: MG dynamics with USCS - Second Stage of Case 2 - MGCC.

strategies present control action values distinct from the centralized strategy. Thus when the
control changes, the DCU calculates its new initialization variable and maintains the last values
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Figure 5.20: MG dynamics with USCS - Second Stage of Case 2 - DCU 1.

of control actions.

Also, note that the active power presents different values for both batteries and when the
DCU returns to centralized operation, this difference is preserved. This behavior occurs due to
the last increment sent by the decentralized strategy being employed as an initialization variable.
Thus, the differences between the secondary control actions are maintained in the centralized
operation.
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Figure 5.21: MG dynamics with USCS - Second Stage of Case 2 - DCU 2.



Chapter 6

Conclusion

6.1 Initial considerations

This work presented a proposal for a secondary control strategy, with the main objective
of maintaining MG frequency and voltage regulation even after communication failures and/or
MGCC failures. This strategy unifies centralized and decentralized control through a commu-
nication structure, where decentralized strategies act as backups for the centralized strategies.
Thus, during a failure where the centralized strategies cannot regulate frequency and voltage,
the decentralized strategy is activated to maintain MG operation.

Initially, the USFCS was proposed to ensure frequency regulation reliability. However,
due to some issues highlighted in this work, this strategy presents oscillations during control
mode changes. Therefore, a novel USCS is proposed not only for frequency regulation but
also for voltage regulation. In the USCS strategy, DCUs are inserted as interfaces between the
MGCC and the DGs. In normal operation, the DCUs and the MGCC can exchange informa-
tion, so the MGCC generates secondary control actions and sends them to each of the DCUs,
which pass this information on to their respective DGs. If there is a failure in the MGCC or
communication channel, the DCUs stop receiving information from the MGCC and switch to
DSC mode. In DSC mode, the DCUs regulate MG frequency and voltage only through local
variables, without communication. If the failure is corrected and the system returns to normal
operation, the MGCC receives information from the DCUs and can automatically resume MG
frequency and voltage regulation and generate new control actions.

Additionally, a novel decentralized secondary control strategy is proposed to achieve de-
centralized voltage regulation in the USCS. This decentralized voltage strategy is based on
equivalent system representation and local measurement, leveraging the concept that reactive
power in the system varies similarly to active power. Therefore, knowing that active power
presents good power sharing, the decentralized strategy calculates new reactive power based on
active power.

The European low voltage MR CIGRE [17] was proposed and implemented in Mat-
lab/Simulink to serve as the test platform for the proposed USCS. Additionally, RTDS was
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employed for HIL tests, with centralized control built in an RTAC-SEL. In Matlab/Simulink,
four cases were tested: total failure, total failure with communication delay, partial failure, and
partial failure with communication delay. For the HIL tests, two cases were performed: total
failure and partial failure.

Through the simulations, it was possible to compare the USFCS with the proposed USCS.
A smooth transition between control modes when a communication delay is present was ob-
served in the USCS. Additionally, the proposed USCS was tested in a HIL environment, with
two cases performed: partial failure and total failure. In both cases, the results demonstrated a
smooth transition between control modes, and the system maintained its stability.

The proposed USCS proved to be effective in regulating frequency and voltage in MGs,
demonstrating superiority over the USFCS in some aspects, according to the results presented.
However, this strategy can still be improved, allowing other centralized and decentralized sec-
ondary control strategies to be applied in conjunction with the proposed USCS. Additionally,
the proposed strategy may be adapted for other areas of research.

6.2 Future Works

As suggestions for future work, the following items are proposed:

• Analyses of the operation of the USCS when a partial failure occurs and the DGs in
centralized controls achieves its maximum capacity, thus the remains DG in decentralized
controls dispatch its power to maintains the power balance;

• Application of different centralized and decentralized control techniques in the proposed
USCS;

• Analyses of the effect of the clock-drift in the proposed USCS;

• Stability analysis of the MG operating in DSC and CSC modes through the Lyapunov
direct and indirect methods;

• The proposed decentralized voltage control could be studied for stand-alone operation;

• A meta-heuristic algorithm to find control gains for the strategies employed in the USCS;

• Application of the proposed USCS in a real or laboratory MG system;

• Adaptation of the proposed USCS for distributed strategies, where the decentralized
strategies are employed as backup for the distributed strategies;

• Adaptation of the proposed structure for tertiary control, maintain the MG autonomy even
during control or communication failure.
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Appendix A

Converters: Models and Controls

A.1 Initial Considerations

To carry out the simulations of the proposed control strategy in Matlab/Simulink and in
the RTDS environment, it is necessary to study the modeling and control of the converters
applied in MGs. The main objective of this Appendix is to present the model of average values
adopted for the converters, the control loops for the different operating modes, and, finally, how
the reactive power limit works in a converter.

A.2 Converters Model

A converter is responsible for facilitating the exchange of energy between two subsys-
tems. These devices are composed of switching cells formed by semiconductor elements, which
are controlled using Pulse-Width Modulation (PWM) techniques [75].

Fig. A.1 shows the basic diagram of a single-phase DC/AC half-bridge converter, com-
posed of two semiconductor elements represented by switches S1 and S4 and a filter. Switches
S1 and S4 are controlled alternately, when switch S1 is conducting, switch S4 is blocked. The
filter, formed by passive elements (inductance and capacitance), aims to reduce the harmonic
content generated by the switching processes.

A converter can be represented in two models: the switched model, which represents
the switching actions coming from the semiconductor elements; or the Average values model,
which represents the converter as being an ideal controlled source, that is, the switching dynam-
ics are not considered.

Considering the single-phase half-bridge converter, shown in Fig. A.1, the output voltage
Vt can be mathematically represented by:

Vt(t) =
VDC

2
(S1(t)− S4(t)) (A.1)

90



91

S1

S4

+

-

D
C

 S
ys

te
m

Filter

AC System

Figure A.1: Single phase converter.

S1(t) + S4(t) ≡ 1 (A.2)

where VDC represents the DC link voltage. S1(t) and S4(t) represent the switching function of
switch S1 and S4, respectively.

However, for some studies of the control and operation of systems or the converter, it is
not interesting to consider the switching dynamics. The use of the switched model considerably
increases the simulation time. For an MG with several converters, computational cost and
simulation time are significantly increased.

In contrast to the switched model, the average values model describes the converter dy-
namics through the modulated signal, that is, the high-frequency dynamics resulting from the
switching of semiconductor devices are disregarded [75].

Considering the single-phase converter illustrated in Fig. A.1, the alternating current from
the switching process is:

L
d

dt
it(t) +R · it(t) = Vt(t)− Vs(t) (A.3)

where, L and R are respectively the inductance and resistance of the filter, it(t) the output
current of the switching process, Vt(t) the voltage before the filter, Vs(t) the voltage after the
filter.

The voltage Vt(t) is a periodic function with period Ts, which depends on the semicon-
ductor control function. Describing Vt(t) through the Fourier series, and substituting in the
equation (A.3):

L
d

dt
it(t) +R · it(t) =

1

Ts

∫ Ts

0

Vt(τ)dτ +
h=∞∑
h=1

[ahcos(hωst) + bhsen(hωst)]− Vs (A.4)

where h is the harmonic order. ωs is the angular frequency. Ts is the period. ah and bh are the
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Fourier constants.

If the frequency ωs is much higher than the cutoff frequency of the filter, then the harmonic
plots in the equation (A.4) can be disregarded [75]. Then the dynamics of the converter can be
described by:

L
d

dt
it(t) +R · it(t) =

∫ Ts

0

Vt(τ)dτ − Vs(t) (A.5)

Thus, in order to extend this method to other variables, is defined the average operator:

W (t) =

∫ Ts

0

W (τ)dτ (A.6)

where W is a oscillatory variable and W represents the moving average of the variable W .

Applying the average operator, for the switching functions S1 and S4 we have:

S1(t) = d (A.7)

S4(t) = 1− d (A.8)

where d represents the ratio between the time switch S1 is conducting and the switching time.

The relationship between the modulating signal M and the time relationship d can be
described as d = (M + 1)/2. Thus, the output voltage of the converter can be represented
through the modulating signal:

Vt(t) = M · VDC

2
(A.9)

A.3 Converters Control

The converters can present two types of controls: Grid-Forming, called V/f mode; or Grid-
Following, called PQ mode. When an MG is in islanded mode, the converters present their
control loops depending on whether they are intermittent or dispatchable generation sources.
Intermittent sources (photovoltaic system and wind generator) operate in PQ mode, that is,
their control loops follow an active and reactive power reference. The dispatchable sources
(battery banks) operate in V/f mode, in which the loops follow a voltage and frequency reference
[19, 74].

The control structure for the converters was shown in Fig. 4.2, which is shown again in
Fig. A.2. This structure is composed of three main control loops:
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• The current control loop: present in both control modes (PQ or V/f), it is responsible for
controlling the converter current;

• The power control loop: employed only in PQ mode. Is responsible for generating the
current references for the current control, where the objective is to follow a determined
reactive and active power;

• Voltage control loop: applied only in V/f mode. This control generates the current refer-
ences for the current control too, however, the objective is to follow a determined voltage
and frequency value;

• Droop control: employed only in V/f mode. This control is applied when various con-
verters in V/f mode are employed in the MG. This control generates the voltage to the
voltage control and the frequency reference for the dq0 transformer.

dq0/abcPI-C

Mode

Sc

Sc

Mode

[Vref, Qref, Q]

PQ

PIV

V/f

PQ

V/f
mabcmdqIrefdq

Vdq
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PLL

MG
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ωt+θ

Vtdq
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VirtualVdq
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Figure A.2: Converter control mesh, [19].

The converters’ controls are usually carried out in the dq0 axes, since the dq0 transform
(Clarke and Park transform) transforms the sinusoidal voltage and current variables into vari-
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ables in the direct and quadrature axis, facilitating the application of the control in three-phase
converters [75]. The transform dq0 is presented in the equation A.10.

Ydq0(t, ω, θ) = T · Yabc =√
2
3

 cosω · t+ θ cosω · t+ θ − 2π
3

cosω · t+ θ + 2π
3

sinω · t+ θ sinω · t+ θ − 2π
3

sinω · t+ θ + 2π
3

1√
2

1√
2

1√
2

 · Yabc

(A.10)

where Yabc is a three-phase sinusoidal quantity, Ydq0(t, ω, θ) is a three-phase quantity trans-
formed into dq0, T is the transformation matrix and θ is the transform angular reference.

The voltage (V tabc and V sabc) and current (Iabc and Isabc) variables in the RLC filter are
measured and converted for dq0 (see Fig. A.2). As expressed in (A.10), the dq0 transform needs
an angle and frequency references (ω · t + θ). For the PQ mode, the converter employs a PLL
to follow the angular reference of the network, using the voltage V sabc as reference. However,
in V/f mode, the converter uses the angular reference generated by the droop control [74].

As illustrated in Fig. A.2, the current control loop is present in both operating modes: PQ
and V/f. This mesh is responsible for generating the modulating signals mod and moq. These
signals, in dq coordinates, are converted to sinusoidal variables through the inverse transform
dq0 (Yabc = T−1 · Ydq0). The current control loop is illustrated in Fig. A.3, where Lf is the
inductance of the RLC filter. PIC is a PI controller with proportional (Kcp) and integrative
(Kci) gains [75].

PIC

PIC

Lfω	

/

/

VSd

VSq

-

VDC
			2

Id

Iq

Id	ref

Iq	ref

-

-

mod

moq

Lfω	

Figure A.3: Converters current control, [75].

The power control loop, when the converter operates in PQ mode, is responsible for gen-
erating the current references (Irefdq0) for the current control loop (see Fig. A.2). The power
control loop operates in an open loop, however, it uses the converter output voltage values
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(V tdq0) to calculate the instantaneous reference power. This mesh can be expressed by:

Irefd =
V td · Pref + V tq ·Qref

V t2d + V t2q
(A.11)

Iref q =
V tq · Pref − V td ·Qref

V t2d − V t2q
(A.12)

where Pref and Qref are the active and reactive reference powers for the control loop.

The voltage control loop is responsible for generating the current references (Irefdq) for
the current control loop, however, only when the converter operates in V/f mode (see Fig. A.2).
The voltage control is shown in Fig. A.4, where Cf is the capacitance of the RLC filter and
PIV is a PI controller with proportional gain Kvp and integrative Kvi [75]. The voltages
reference (V Sdqref ) are generated by the droop control loop with virtual impedance.

PIV

PIV

Cfω	

Cfω	

ISd

ISq

-

Id	ref

Iq	ref

-

-

VSq

VSd

VSd	ref

VSq	ref

Figure A.4: Converters voltage control, [75].

A.4 Converter Reactive Power Limits

The reactive power limit for a Converter is similar to the reactive power limit in a syn-
chronous machine [77], thus a capability curve can be obtained. Consider a converter connected
to a bus, as illustrated in Fig A.5. To facilitate the calculations, the resistance effects of the fil-
ter are ignored, and the capacitor is not considered, since the voltage at the bus is considered
constant.

The reactive power limit in a converter can be described as:

S2 = P 2 +Q2 (A.13)
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~

Figure A.5: Converter connected in a bus, with constant voltage.

where S is the power delivered by the converter to the infinite bus, P is the active power deliv-
ered, Q is the reactive power delivered.

However, in electrical equipment, the power limits are related to the equipment current,
so it is possible to rewrite (A.13) through the voltage and current delivered to the infinite bus:

(ItVs)
2 = P 2 +Q2 (A.14)

where, It is the converter current, Vs is the voltage at the infinite bus.

The active and reactive power can be rewritten as:

P = VsIt cos(θp) =
VsVc

Xfilt

sin(δ) (A.15)

Q = VgIg sin(θp) =
VsVt

Xfilt

cos(δ)− Vs
2

Xfilt

(A.16)

where θp is the power factor angle, Vt is the internal voltage of the converter.

Thus, rearranging the equations (A.14), (A.15) and (A.16) we have an equation similar to
the capability curve equations for a synchronous machine:

VsVt

Xfilt

2

= P + (Q+
Vs

2

Xfilt

)

2

(A.17)

However, unlike synchronous machines, the internal voltage of the converter is defined
by the value of the DC voltage and not by a field current. The maximum internal voltage for a
converter can be defined by:

√
2Vtmax =

VDC

2
(A.18)

where, VDC is the DC voltage.

Thus, two reactive power limits are present, one limited by the maximum current of the
converter QmaxC

and another limit defined by the maximum DC voltage of the converter QmaxV
.

These limits can be calculated using the following equations:
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QmaxC
=

√
(ItmaxVs)2 − P 2 (A.19)

QmaxV
=

√
VtmaxVs

Xfilt

2

− P 2 − Vg
2

Xfilt

(A.20)

The general reactive power limit of a converter is given by the minimum between the two
calculated values.



Appendix B

Control Adjustment and System Stability

B.1 Initial Considerations

Power system stability can be defined as the property of the system to remain in an equi-
librium state during normal operations and reach an acceptable equilibrium state after being
subjected to a disturbance [78].

Stability is evaluated according to the behavior of the system under a disturbance. The
disturbances can be classified as [78]:

• Small: load increment disturbances that occur continuously in the system. The system
has the ability to self-adjust to these disturbances;

• Large: disturbances from loss of generators, short circuits, and other contingencies. Sys-
tem response is involved with the actions of equipment such as protective devices.

Classifying stability into various categories helps to understand and study stability prob-
lems in a system. In the conventional power system, we can classify the stability in [78]:

• Rotor angular stability: It is the ability of the synchronous machines in the system to stay
in sync. The fundamental factor of this problem is how the output power of the machines
varies with the oscillation of the rotor;

• Voltage stability: It is the ability of the system to maintain an acceptable voltage level
on all buses in the system during normal conditions and after being subjected to a distur-
bance. Voltage instability can occur when the system is unable to meet demand;

• Medium and long-term stability: They are related to problems of the dynamic response
of the system under different conditions, which invoke slow processes, controls, and pro-
tection, which are not normally modeled in a transient regime study.

For MG applications, the authors present different concepts [79, 80, 81]. In [79] the
stability problems in MG are considered similar to stability problems in power systems, where
they are divided into:

98
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• Small signals: problems related to controls with feedback, continuous load change, power
limit in MR, and small disturbances;

• Transient: problems that cause major disturbances such as islanding, faults, loss of DG,
and large load excursions;

• Voltage: problems related to the reactive limit, load dynamics, and transformer tap changes.

However, for [80], the stability studies in MG differ from studies in power systems due
to the nature of the inverter-based generation sources, and due to the other operating charac-
teristics, like the operation modes, low inertia, and the MG time responses. For the author, the
dynamic processes of MG are more complex than those of a conventional power system. The
stability of an MG is classified into four categories: small disturbances for islanded mode; tran-
sient stability (large disturbances) for islanded mode; small disturbances for connected mode;
and, transient stability for connected mode;

In [81], the MG stability is classified differently from the conventional power system, due
to its operation characteristics and size. Thus, for the authors in [81] the MG stability can be
classified in two:

• Control system stability: is the phenomena related to equipment control. The instabil-
ity arises due to inadequate control schemes, or poor tuning of one or more pieces of
equipment controllers;

• Power supply and balance stability: is the phenomena related to the power-sharing and
load balance. This stability is related to the ability of the system to maintain power
balance, and effectively share the demand power among DGs, satisfying operational re-
quirements.

Additionally, in [81], both stability classes can present small and large disturbances,
wherein both disturbances can be classified as short or long-term phenomena. The Fig. B.1
presents the concept of MG stability.

In order to assess the MG stability, some analyses are possible:

• System linearization: the system is linearized and using the indirect method of Lyapunov
(can be used eigenvalue analysis too) the system stability is verified;

• Lyapunov direct method: using the nonlinear system state space the Lyapunov direct
method can be employed to determine the system stability;

• Time-Domain Simulations: using time-domain simulations, based on accurate models
of the system components and loads is possible to verify the MG stability for different
operations conditions.
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MG Stability 

Control System Stability:
Electric Machine and Converter Stability.

Power Supply and Balance Stability:
DC and AC Voltage and Frequency Stability.

Small Disturbance Larger Disturbance

Short Term Long Term

Small Disturbance Larger Disturbance

Short Term Long Term

Figure B.1: Classification of stability in MGs, [81].

The analysis methods can be employed to assess the MG stability. However, the System
linearization method can only verify small perturbations and small-perturbation stability might
not give an accurate representation of stability in MGs.

In the Lyapunov direct method, the nonlinear differential equations associated with the
system do not need to be solved analytically for transient stability analysis, however, finding the
proper Lyapunov function is a significant difficulty and requires many simplifying assumptions.

The Time-Domain Simulation is the most effective way to investigate stability issues in
MGs [81]. This method presents advantages over Lyapunov-based techniques, including higher
accuracy and validity. However, this method is computationally intensive, and typically many
simulations are required to ensure system stability over a wide variety of initial conditions and
disturbances. As observed, the Time-Domain Simulations method is employed in this thesis.

B.2 Control Adjustment Algorithm

As presented above the MG’s stability is verified through simulations, however, in order
to adjust the secondary control strategies in the USCS a method is proposed. The method is
based on the following criteria:

• Simulations are carried out to verify the control gains

• The control gains of the strategies (centralized and decentralized), must be determined
together. In other words, all operation cases possibles must be considered (DG operating
in the DSC and/or in the CSC mode);

• The control must be adjusted so that the MG maintains stability when the generation
sources and larger loads groups start or stop their operation [72];

• The control must be adjusted so that the MG maintains stability considering a maximum
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communication delay value [67, 69];

• The control must be adjusted so that the actuation of the frequency and voltage control is
fast enough in order to avoid the unnecessary actions of the protection system.

The Fig. B.2 presents the gain adjustment algorithm proposed for the USCS. Note that
the algorithm presents 12 steps. Each step is commented on below:

1. MG System Model: in this step, the MG is modeled in an electromagnetic transient
(EMT) software. The converter control, secondary control, communication delay, and
loads must be modeled in order to ensure a good representation of the real MG system;

2. Define the Possible Control Scenarios for the USCS: in this step is necessary to define the
control operations scenarios. For example, for an MG with two dispatchable DGs, both
DGs can operate in CSC or in DSC, however, one DG can operate in DSC mode and the
other in CSC mode, and vice versa. Thus, four scenarios are possible for an MG with two
dispatchable DGs. For an MG with N dispatchable DGs, 2N scenarios are possible. It is
important for the simulations to contain their operation points;

3. Define the Operations Points and Perturbations (it = 1): For each scenario defined in
step 2, it is important to define the initial operations points and the perturbations for
the simulations. The conditions of maximum and minimum load are suggested for the
operations points. For the perturbations, load variation, generation loss, and operation are
suggested. Note that the counter (it) stars its value with 1 in this step;

4. Select New Initial Control Gains: In this step the initial secondary control gain must be
defined, to start the algorithm it is suggested a low value;

5. Simulates all the Predefined Conditions: In this step, simulations are carried out to verify
the control gains defined;

6. MG System Stable?: Verify if the proposed gains are stable for all the MG conditions and
simulations;

7. Have control criteria been met?: Verify if the proposed gains ensure the defined criteria,
like fast/slow enough in order to avoid the unnecessary actions of the protection system
for all the MG conditions and simulations;

8. Save Control Gains Values: Save the values of the control gains that satisfy the criteria of
step 7;

9. Increase Control Gain (it = it + 1): Increase the value of one gain or multiple gains of the
secondary control (centralized and/or decentralized strategies) and return to step 5. The
modification of the control gain in this step depends on the willingness of the user;
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10. Evaluate the Reason, and change the control Gain: If the control criteria in step 7 are
not met, the control gain can be changed differently from step 9. For example, if the
frequency or the voltage regulation is too slow, the gains can increase with a greater value
than step 7. Or, if the frequency or the voltage regulation is fast, the gains can be reduced;

11. it > 10?: If the counter number is superior to a value, the algorithm stops. This step
is employed to ensure the algorithm stops when some gains are verified, and prevents
the algorithm from entering a loop due to steps 9 and 10, if the criterion is not met the
algorithm returns to step 5;

12. it > 10?: Same as step 11. However, it is employed to prevent a loop due to steps 4 and 9,
if the criteria is not met the algorithm returns to step 4.

Note that the proposed gain adjustment method can be improved. Employing a meta-
heuristic - like a Particle Swarm Optimization algorithm - in steps 4, 9, and 10 for defining the
new control gains, is possible to achieve better control gains, ensuring the MG stability and
achieving the control criteria defined.
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Figure B.2: Gain Adjustment Algorithm.
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